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Ladies and Gentlemen, dear Readers,

Theoretical and experimental solutions of technical problems using advanced approaches  
and modern computational and measuring engineering are nowadays the only way to obtain new 
knowledge in all fields of science and technology.

This issue of the journal “Communications” presents original results of scientific activities  
of personnel of the Faculty of Mechanical Engineering in its research priority areas such as mechanics 
and design of machines, material and industrial engineering, automation, energy technology  
and renewable resources, progressive engineering technologies.

The publications are results of activities within the framework of national and transnational 
research projects as well as projects supported by structural funds.

  

                Milan Saga
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1. Introduction

The structure and modeling of MBS is a starting and highly 
important component of theoretical fundamentals. It covers 
ways of creating kinematic chains, their topology and depiction, 
classification of geometric constraints and search for a number of 
freedom (movability), etc.

The DOF of a mechanical system with holonomic geometric 
constraints is a minimal number of necessary generalized 
coordinates required to define the system configuration.  The 
DOF has practical use but it must be kept in mind that it has its 
own limitations. For the modeling of a mechanical system it is 
necessary to introduce simplifying hypotheses for its computation 
within the framework of analysis [1]. These hypotheses may 
cause a significant difference between the model and actual 
behavior of the mechanism. There is, for instance, a large class 
of mechanisms (referred to as overconstrained mechanisms) 
whose mobility is the function of precise dimensions of their 
parts, chosen geometric constraints or configuration [2, 3 and 
4]. Moreover, under certain (singular) configurations, due to 
a sudden DOF variation, numerical results of particular software 
may be unreliable unless appropriate precautions are taken [5, 
6 and 7]. The paper presents some chosen samples of MBS 
focusing on the computation of incorrectness, which means that 
DOF is computed according to the commonly used relation not 
in compliance with the real situation.

2. The basic concepts

2.1 Mobility

The mobility n of MBS is the number of prescribed position 
coordinates of input driving links required to uniquely determine 
the position of output driven links [8]. If the actual mobility n

s
 

is identical to the theoretical mobility n, i.e. n
s
=n, then we can 

say that MBS is  correct. In the correct MBS, each geometric 
constraint of class t takes just t degrees of freedom of movement. 
Position and mobility of bodies in the correct MBS is determined 
according to the Grubler criterion:  

.n n u t s1v t

t

n

1

1v

= - -
=

-

^ h / , (1)

which satisfies the condition:

n ns= ,
 

(2)

where u is a total number of links in the MBS, frame included, n
v
(u 

- 1)
 
is the mobility of a group of free bodies, tst

t

n

1

1v

=

-

/ are removed 

degrees of freedom between pairs of links of the MBS.

The below mentioned relation provides correctness between 
pairs of links of the MBS: 

s s v 1t tv

v

v

2

m

= -
=

^ h/ , (3)

MOBILITY OF MULTIBODY SYSTEMS IN TERMS  
OF THEIR INCORRECTNESS
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If we want the links of a four-bar mechanism in Fig. 1 to 
perform a rotational motion of 360°, i.e. to function as a crank 
mechanism, the following relation must hold:

l l l lmin max+ = +l m , (6)

where lmin
 and l

max
 are lengths of the shortest and the longest link. 

Then ll and lm  are lengths of the other links. Depending on which 
of the links is fixed, a crank mechanism, crank-rocker mechanism 
or rocker mechanism are formed.

2.3 Instantaneous and permanent singular state of MBS

• Instantaneous singular state occurs when the links of MBS 
can displace with infinitely small values of position coordinates 
(Fig. 2a).

• Permanent singular state occurs when the links of MBS can 
displace with finite values of position coordinates (Fig. 2b).
Fig. 2a shows a MBS whose links are in a horizontal position 

and loaded with forces. We get a matrix of system A from the 
set of static analysis equations. The solvability of the linear 
system of equation is based on the condition that the system has 
only one solution if the determinant of the matrix system A is 
different from zero. From the suggested solution it follows that 
determinant of the system D=0. Then, in the case of configuration 
of links in Fig. 2a the infinitely small displacement of point 
A occurs in the horizontal direction. The intersection of the 
tangents of trajectories of point A from individual links is in 
infinity. This leads to the virtual displacement in the direction of 
the tangent resulting into a singular state of MBS. It should be 
noted that infinitely large forces theoretically arise in the links. In 
fact, due to clearance in the pins the position of the links changes; 
but even so, axial forces are very large [12 and 13].

Fig. 2 Three members MBS a) virtual displacement of point A,  
b) final displacement of point A

The computation of the DOF according to Grübler: n=3.
(3-1)-2.3=0. But there is actually a virtual-rotation of links in the 
system, i.e. n

S
=1.

where s
t
 is a number of joints of klass t of all pairs linked in 

the MBS, n
v 
(u - 1) is a number of joints of klass t connecting 

number v of links, v is a number of bodies linked in s
t
 bodies, v

m
 

is a maximum number of bodies in joints of class t in the MBS.

The MBS is considered incorrect if its actual mobility n
s 

differs from the theoretical mobility n determined according to 
equation 1; then it holds:     

n ns ! .    (4)

All the reasons which cause this condition in MBS are referred 
to as singularities. Equation 1 does not reflect the real mobility in 
its entirety for each MBS because it does not contain information 
either about proportions (dimensions) or about mutual position 
(configurations) of links and geometrical joints [8].

If n
n
 is used to denote the number of unremoved DOF, the 

incorrect MBS will have the actual mobility when DOF computed 
in compliance with the Grűbler criterion and the unremoved 
DOF are summed up: 

n n ns n= + . (5)

Theoretical mobility n of an incorrect MBS may be zero. It 
can indicate a configuration of links in the MBS or, in the case of 
negative indication, it can point to an indefinite, unclear structure 
which still might be real [8]. In spite of it the actual mobility can 
be n

s
 ≥1. It is due to already mentioned configuration of links and 

geometric constraints as well as special dimensions. 
                                                                      

2.2 Locked MBS - four bar mechanism

From the point of view of mobility of bodies and MBS, jam 
is a situation when the body has one degree of freedom and yet it 
cannot move. It is caused by the geometry of the body, by mutual 
configuration of links in the MBS and by force effects [9, 10 and 
11]. If redundant constraints in the MBS become inconsistent 
with other constraints (due to manufacturing differences in length 
or links or deviation from geometric constraint position), the 
MBS may jam [8]. There is a four-bar in Fig. 1.

Fig. 1 Kinematic scheme of a  four-bar mechanism
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Fig. 3 Kinematic scheme of link with excess joint

We count the DOF according to equation (1): 

. . .n n u t s1 6 2 1 5 2 4v t

t

n

1

1v

= - - = - - =-
=

-

^ ^h h/ ,

where s 2 2 1 2t 52= - =^ h .

Spatial rotational constraint removes 5 DOF. Since, it is 
excess (redundant), the number of unremoved DOF expresses 
just the number of DOF which this constraint should remove and 
it is: n

n
=t=5.

The actual number of DOF of the casement is:

,

.

n n n

n n

4 5 1n5

5!

= + =- + =

If we remove the redundant constraint of the body in this 
example, then the calculation of mobility is according to (1):

. . .n n u t s1 6 2 1 5 1 1v t

t

n

1

1v

= - - = - - =
=

-

^ ^h h/ .

It should also be said that one rotational joint is totally 
passive in terms of kinematic excess (redundancy). Its task is to 
achieve favorable conditions for mutual loading of bodies. The 
casement has always only one DOF regardless of the number 
of joints attached to the rotating frame. Geometric constraint is 
totally passive and in geometric terms redundant when, after its 
removal, the actual mobility st  does not change . 

4. Incorrect MBS with redundant links

If a link or group of links can be removed and the mobility of 
output link does not change, the link (group of links) is in excess 
(redundant) in terms of kinematics, therefore, we remove it before 
computing the mobility of MBS.

 An example of MBS with redundant links is a five-bar 
system whose links are two and two parallel attached with rotary 
geometric constraints (Fig. 4).

. .

. . . . .
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-
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In Fig. 2b, the links are so oriented that the trajectories of 
their common point A are identical. In this case, there is a final-
rotation of links and the system behaves like a pendulum. The 
solution of DOF and systems of linear equations is identical to 
the system in Fig. 2a. In this case a singular mode also occurs 
because.n ns!

3. Incorrect MBS with passive joints (Overconstrained 
MBS)

The incorrect MBS is also such a system that contains 
geometric constraints which do not affect its mobility. This means 
that if we remove the elements of joints  or the entire joint and 
the mobility of the output link does not change, the joint is totally 
or partially passive [4]. 

Total passivity - geometric constraint is from kinematic point 
of view totally passive and then redundant when after its removal, 
the actual mobility n

S
 of MBS does not change. Then, it holds that 

the number of unremoved DOF is equal to the class of constraints 
n

n
=t. Parameter t is the number of DOF which the constrain 

removes. Then it holds:

n 0#   and n 1s $ . (7)

Partial passivity - geometric constraint of a class t is partially 
passive if it holds that the number of DOF removed by the MBS 
is smaller than its class, i.e. n

o
 < t [8]. 

An example of a totally passive bond is one rotational 
constraint (from two) to attach casement 2 (Fig. 3). The task is 
to analyze and compute the mobility of casement attached to the 
frame with two spatial rotational joints (Fig. 3). 
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6. Freundenstein‘s criterion of MBS mobility

To solve MBS mobility which may be both correct and also 
incorrect, it is possible to use Freundenstein‘s mobility criterion 
of planar MBS with global coordinates of the position. It has the 
form:
n m hsF m= - , (8)

Fig. 6 VMS with marked virtual rotations of links 2 and 3

where n
SF

 is an actual number of DOF of the MBS according 
to Freundenstein, m is a total number of global coordinates, h

m
 is 

rank of the Jacobi matrix. Solution of mobility of a planar three-
bar system of links (Fig. 6) [2] is presented below.

From the kinematic solution we obtain a matrix velocity loop 
equation for the given system:

sin sin

cos cos

h

h

h

h

0

0
2 12

2 12 31 31

3 31

3

12{
{

{
{ {

{-

-

-
=

o

o; > ;E H E, (9)

then Jacobi matrix:             

sin

cos

sin

cos

h

h

h

h
dm

2 12

2 12

3 31

3 31

c
{
{

{
{

=
-

-

-; E.  (10)

For angles 12{  and 31{  following holds:

012 31{ {= =   and  
h h

0
0 0

dm31

2 3

&{ c= =
-
; E 

with 0dmc = ,and h 1m = , 

then, mobility MBS according to (8): 
n m h 2 1 1F m= - = - = .

Mutual position (lengths, angles) of links and constraint 
elements allows to links 2 and 3 virtual rotation of 12d {  and 

31d {  . 
According to Grübler n=0 and according to Freundenstein 

n=n
sF

=1, a virtual displacement (rotation) occurs. If det γ
dm

=0, 
then the MBS with incorrect mutual position is in the singular 
state. 

7. Location and mobility of MBS with rolling 
constraints

From the point of view of reaction effects in rolling constraint 
the following holds: if we do not consider passive resistance, this 

Fig. 4 Kinematic scheme of MBS with excess link

The computation of the DOF will be done as in the previous 
examples. The number of DOF according to Grubler:

. . . ,

.

n n u t s

n n

1 3 5 1 2 6 0

0 1

v t

t

n

s

1

1v

!

= - - = - - =

= =
=

-

^ ^h h/

After the removal of excess link 5 or 3, we obtain:

. . .n n u t s1 13 4 2 4 1v t

t

n

1

1v

= - - = - - =
=

-

^ ^h h/ .

 It should also be said that the cause of system mobility is 
configuration of its links, and the fact is that the links are two 
plus two parallel links. It is sufficient that one of the links is not 
parallel and the system will become shape determinate. 

5. Redundant local mobility

Redundant local mobility is a passive redundant kinematic 
input which has no influence on the total mobility of the output 
link of the system. 

Fig. 5 Kinematic scheme of MBS with excess local mobility

. . . .n n u t s1 4 13 2 3 1 1 2v t

t

n

1

1v

= - - = - - =-
=

-

^ ^h h/

If link 4 becomes the frame, link 3 can rotate. From this 
and also from the computation it follows that the MBS in Fig. 
5 has two generalized coordinates. It should be noted that if we 
investigate the trajectory of an arbitrary point of the working 
member 2, it does not change even if the input acts on member 3, 
i.e. the only driving member will be member 4.
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Computation of DOF according to Grubler: 

.

. . . .

n n u t s

n u t S

1

1 3 5 1 2 7 2

v

t

n

v

t

n

1

1

1

1

1

1

v

v

= - - =

- - = - - =-

=

-

=

-

^

^ ^

h

h h

/

/

MBS has 3 types of gear and each of them has one unremoved 
DOF; then it follows that n

n
=3.

The actual DOF of MBS for switch point machines are: 

.n n n 2 3 1s n= + =- + =

7.2 Opened rolling constraint - Incorrectness in terms 
of structural analysis.

The opened rolling constraint differs from the closed rolling 
constraint – in the former, separation of contacting surfaces of 
bodies may occur. The cause of incorrectness may be dimension 
and shape of tangential links [11].  

In Fig. 9, there is the MBS with open rolling constraint, i.e. 
a cylinder in a plane. Link 3 is attached to the pin of cylinder 
2. To clearly identify the position of the system it is necessary 
to know the location of the cylinder p

13
 which is the function 

of rotations of cylinder φ
12

, and φ
13

 which is an independent 
rotation of link 3 towards the frame. This system has 2 DOF. 
The structural scheme shows that links 1 and 2 are in contact 
through the rolling constraint, links 2 and 3 are in contact through 
rotational constraint, and link 3 is not in a direct contact with 
the frame. The structural scheme (topological model) of MBS 
does not contain any information about dimensions and mutual 
configuration of links.

constraint is of class t=2.  Rolling constraint has both normal and 
tangential component of the reaction. It can be said that we have 
2 constraint conditions in the kinematic model:
1. Tangential point with the frame is also pole P of relative 

mobility. 
2. The relative velocity at point P is zero. 
So, in terms of kinematics  t=2. 

Rolling constraints can be closed and opened in terms of 
configuration and shape links. Links may be separated when 
the constraint is opened. When it is closed, the links cannot be 
separated.

7.1 Closed rolling constraint

Links have the analogue relative position as in the previous 
solutions (planar three-bar system of bodies) in the constraint 
with a rolling closed circular shape. They are in a permanent 
singular mutual position. The constraint is partially passive and 
has 1 unremoved DOF n

n
=1 (Fig. 7).             

Fig. 7 MBS with rolling closed constraint

An example of the closed constraint is transmission gear. Fig. 
8 presents a kinematic scheme of MBS for a switch point machine 
designed to handle switch points, switch diamonds, and derailers 
belonging to the equipment for railway operation. 

    

Fig. 8 MBS with mark virtual rotation of links 2 and 3
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. .

. ,

.

n n u t S

n n n

1 3 4 1

2 2 2 1 1 3 1 2 1

1 1 2

v

t

n

S n

1

1

1

22 23

v

= - - = -

- - + - =

= + = + =

=

-

^ ^
^ ^^
h h
h hh
/

Incorrectness of the open rolling constraint is compensated 
as we insert a fictional link to the system, which will replace the 
missing geometric constraint.

This particular incorrectness is compensated by inserting 
binary link 4. The centers of osculating circles of links were 
achieved. Thus the open rolling constraint is transformed to 
closed, which is permanently partially passive and the structural 
analysis will be correct (Fig. 10). 

8. Conclusion

Practical importance of solution of the above mentioned 
issues lies in the determination of the number of independent 
degrees in the mechanism to determine a prescribed motion of 
the output link. This type of analysis can be preliminarily carried 
out by means of simple equations requiring only the knowledge 
of the number of links, the number of constraints and nature of 
their classes.  However, they may fail during providing the correct 
answer.

Here, it is important to realize that it is necessary to orient 
oneself in basic knowledge which will allow us to:
• recognize and identify the critical configuration of 

a mechanism,
•  compute the DOF of an overconstrained mechanism,
•  identify passive or redundant DOF,
•  identify the numerical effects due to the DOF variation.

Finally, it can be stated that causes of MBS incorrectness are 
identified based on analysis of properties of incorrect MBS and 
computational methods for actual mobility can be applied.
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Fig. 9 MBS with open rolling constraint

Computation according to Grubler shows the actual DOF, 
but in this case it is incorrectness in terms of structural analysis:

. . . ,

.

n n u t S

n n n

1 3 3 1 2 2 2

2 0 2

v

t

n

S n

1

1

1v

= - - = - - =

= + = + =
=

-

^ ^h h/

Parameter c is the total number of local coordinates - 
neighboring (dependent as well as independent) tangential to 
bodies; i.e. coordinates indicating the relative position (velocity, 
acceleration) between indicating the relative position (velocity, 
acceleration) 1, 2 and 2, 3, then c=2. Parameter m is the  total 
number of global coordinates, i.e. coordinates between 1, 2 and 
1, 3, then m=2.

We need to enter one more global coordinate in order to 
determine unambiguously the position of the system. It follows 
that we need 3 joint equations m

s
=3, reflecting the fact that 

a shape of tangential links is crucial for open roller joints. 

Incorrectness in terms of structural analysis:

,c m m2 2 3s!= = = ,

Fig. 10 Closed rolling constraint compensated by inserting binary link 
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1. Introduction

Numerical simulation of the construction materials elastic-
plastic behaviour is an important part of the various scientific 
works and studies today. A non-linear behaviour of the material 
does not mean the complete loss of bearing; it leads to the 
modification of some mechanical properties and to the stress 
redistribution in the structure caused by the plastic zones 
formation. In the case of simulation of the object behaviour under 
the loading exceeding the yield stress there are several problem 
types [1, 2, 3, 4, 5 and 6]:
• definition of the applicable elastic-plastic mathematical 

model,
• knowledge about material ”constants“ used in the model,
• choice of applicable computing tool or method (FEM, etc.),
• possibility to verify the computed values with the experiment,
• other specific problems (temperature influence, etc.).

The paper target will be to present the chosen mathematical 
models for the numerical solving of the beam elastic-plastic 
behaviour with the consequent plasticized zones identification 
in the cross-section area and residual stresses distribution. 
Continuous and discontinuous model analysis will be performed 
on a numerical example and compared with the FEM model 
in ADINA. The main goal of the structure state elastic-plastic 
analysis is to determine the stress, strain and boundaries between 
the elastic and plastic zone. This is true for the structure exposed 
to outer forces during the whole loading distribution [7]. There 
are two main theories of the elastic-plastic analysis; plastic flow 
theory and plastic strain theory.

Plastic flow theory assumes that the stress and strain state 
depends on the load history. This leads to the incremental 
problem solving, i.e. step by step. Loading will gradually grow 
with the step of DF and for each load increment it is needed to 
evaluate the strain and stress state in particular areas. The method 
then evaluates if these areas have been plasticized. This theory 
simulates the real behaviour in a better way but it is more time 
consuming [8 and 9].

Plastic strain theory is based on the idea that the loading 
itself does not depend on the trajectory and, therefore, it is 
not necessary to track the stress history. The problem can be 
solved by loading the structure by whole force F without any 
increments. The results are obtained by the analysis of the given 
nonlinear differential system. The theory is currently used very 
rarely; it is applicable just for the small range of materials, slow 
and monotonic loading and for simple problems with very small 
deformation speed [5].

2. Algorithms proposition

2.1 Proposed model No. 1

A new numerical approach will be presented; this approach 
allows analyzing the stress level throughout the whole cross-
section area in the case of its plasticization [10 and 11]. The 
process is based on stress vector increment calculation tvD ^ h 
which defines discrete distribution of the stress increment in the 
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y , , ..., , ...,y y y y T
k n1 2= 6 @  is the discrete vector of the beam´s 

height coordinates ;h dy h dy2 2- + -^ ^h h  and MozD  
is the difference between the loading moment and the moment 
calculated from the stress distribution in the beam cross-section 
(with constant width b)

Mo t Mo t Mo tzp
i

zd zp
iD = -^ ^ ^h h h. (6)

The Mo tzd ^ h is the loading bending moment to the axis 
of z and M tzp

i ^ h is the moment really transferred by the beam, 
calculated as

Mo t t y dS t y dy bz
i i

j
i

j

i

n

S 1

$ $ $ $ $v v= =
=

^ ^ ^h h h6 @/# . (7)

After the substitution of equations (6) and (7) into eq. (5), 
the result equation will be

yt Mo t t y dy b J
1

LM
i

zd j
i

j

i

n

z1

$ $ $ $ $v vD = -
=

^ ^ ^h h h6 @' 1/ . (8)

The F tiD ^ h is vector of variation between the loading force 
and the axial force calculated from the stress distribution

F Et F t F ti
z p

i
nx1$D = -^ ^ ^ ^h h h h6 @ , (9)

where F tz ^ h is the loading force, E nx1^ h  is unit vector and 
F tp
i ^ h is the axial force calculated from the stress distribution

,F t y t dS t dy bp
i i

j
i

j

n

S 1

$ $ $v v= =
=

^ ^ ^h h h6 @/# . (10)

After the substitution of equations (9) and (10) into eq. (4), 
it can be obtained

EF t St dy b
1

LN
i

z nxj
i

j

n

1

1

$$ $ $v vD = -
=

^ ^h h6 @' 1/ , (11)

and after the substitution of equations (8) and (11) into eq. (3) is

E

y.

t F t t dy b S

Mo t t y dy b J

1

1

L
i

z j
i

j

n

nx

zd j
i

j

i

n

z

1

1

1

$ $ $ $

$ $ $ $ $

v v

v

D = - +

-

=

=

^ ^ ^

^ ^

h h h

h h
6

6
@

@
'

'

1

1

/

/
  (12)

After the substitution of equation (3) into (1)

E

y .t

t F t t dy b S

Mo t t y dy b J

1

1
L
i

L
i

z j
i

j

n

nx

zd j
i
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n

z

1

1

1

1

$ $ $ $

$ $ $ $ $
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D = - +
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=
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h h h

h h h
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1
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/

/
 (13)
 

The time stress distribution is obtained by discrete step by 
step solution. Starting step appears from non-loaded state, in 
each next step loading grows and eq. (1) is solved as long as 

i i1 #v v f-+ , if 0"f .

cross-section area. This increment will be added to the existing 
stress in the beam [5].

Fig. 1 Correction of the vector tL
i 1v + ^ h

The basic iterative equation for the calculation is

t t tL
i i

L
i1v v vD= ++ ^ ^ ^h h h, (1)

where i represents the iteration step, tL
i 1v + ^ h is vector describing 

the quasi-linear stress distribution on which the correction must 
be applied, tL

iv ^ h is the stress in the cross-section, tL
ivD ^ h 

is vector of the stress increments depending on loading values 
(internal values in the beam – bending moment Mo, axial force 
N). The next step is the correction of the vector tL

i 1v + ^ h in 
accordance with Fig. 1, i.e.

t tk
i

Lk
i1 1v v=+ +^ ^h h if  t RLk

i
e

1 1v + ^ h ,    

sgnt R tk
i

e Lk
i1 1$v v=+ +^ ^^h hh if  t RLk

i
e

1 1v + ^ h . (2)

The vector of the stress increments depending on loading 
values is described by 

t t tL
i

LN
i

L
i
Mv v vD D D= +^ ^ ^h h h, (3)

where tLM
ivD ^ h is the vector of the stress increments depending 

on bending moment and tL
i
NvD ^ h is vector of the stress 

increments depending on the axial force. These increments can 
be obtained like

Ft S t
1

LN
i i$vD D=^ ^h h, (4)

 
yt J

Mo t
LM
i

z

z
i

$vD
D

=^ ^h h
, (5)

where Jz  is quadratic cross-section moment to the axis of 
z, S is cross-section area of the beam, F tiD ^ h is vector 
of the difference between the loading force and the force 
calculated from the stress distribution in the beam cross-section. 
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2.3 3D generalization

In the case of 3D geometrical problem, the calculation starts 
from the equation (1) and the next step is a correction of the 
vector tL

i 1v + ^ h by

t ti
L
i1 1v v=+ +^ ^h h if t RLk

i
e

1 1v + ^ h , 

t t t 1i
L
i

L
i1 1 $v v v aD= - -+ +^ ^ ^ ^h h h h if  

t RLk
i

e
1 2v + ^ h .               (21)

The vector of the stress increments depending on the loading 
parameters is described like

t t t tL
i

LN
i

LM
i

LMz
i

yv v v vD D D D= + +^ ^ ^ ^h h h h, (22)

where tLM
i
yvD ^ h and tLMz

ivD ^ h are vectors of the stress 
increments from bending moments in y and z axes. The 

tL
i
NvD ^ h is vector of the stress increments depending on axial 

force, these increments can be obtained by equations

Ft S t
1

L
i
N

i$vD D=^ ^h h, (23)

yt J
Mo t

LMz
i

z

z
i

$vD
D

=^ ^h h
, (24)

zt J
Mo t

LM
i

y

i

y

y
$vD

D
=^ ^h h

, (25)

where J
z
 and J

y
 are quadratic cross-section moments to the axis 

of z and y, y and z are discrete vectors of the beam´s height and 
width coordinates (Fig. 2).

Fig. 2 The vector components

The MozD  and MoyD  are differences between the loading 
moment and the moment calculated from the stress distribution 
in the beam cross-section,

Mo t Mo t Mo tz
i

zd zp
iD = -^ ^ ^h h h, (26)

2.2 Proposed model No. 2

The stress distribution in the beam made from an ideal elastic-
plastic material can be expressed using the continuous equation

Mo R y h h

h R
R
R sgn R

1
2 2

2 1

2
2

1
e

n
L L

e

e L

e L e

$ $
$ $

$

$
$

v v v v

v
v

D D= - - -

-
+

- +

^ a a
^

h k

p
h

9
E , (14)

where R
e
 is yield stress, Lv  is linear stress, M

O
 is the bending 

moment and W
O
 is the bending cross-section modulus. Equation 

(14) describes the stress distribution in the beam’s cross-section 
depending on bending moment

Mo t Mo t Mo ti i i1 D= ++ ^ ^ ^h h h, (15)

where i is iteration step and MoD  is increment of the bending 
moment. The stress distribution in time is calculated by iteration 
equation

t t ti i i1v v vD= ++ ^ ^ ^h h h, (16)

where v  is the stress vector in cross-section and vD  is vector of 
the stress increments in the cross-section area,

sgn

t

Mo t

t t

Mo t
2

1

i

i

z
i

z
i

o
i

i

$

$

$

v v v vD D D D
D-

= - -

+

^ ^ ^
^ ^

h h h
h h

6
6

@
@ , (17)

where tz
ivD ^ h is vector of the stress increments in the cross-

section (under load) and ti
ovD ^ h is vector of the stress 

increments in the cross-section (unloading). The tz
ivD ^ h can 

be calculated like

t Mo t Mo t Mo tz
i i i iv v vD D= + -^ ^ ^ ^h h h h6 6@ @, (18)

where Mo t Mo ti iv D+^ ^h h6 @ is the stress vector obtained 
from equation (7) at the moment Mo t Mo ti iD+^ ^h h and 
Mo tiv ^ h6 @ is the stress vector obtained from equation (7) at 

the moment Mo ti ^ h. And

yt J
Mo t

o
i

z

i

$vD
D

=^ ^h h
, (19)

where Mo tiD ^ h is the moment increment. After the substitution, 
the vector of the stress in the cross-section in the i+1 step will be

sgn

t t

Mo t Mo t

t

2
1

i i
z
i i

i i

oz
i1

$

$

$

v v v vvD DD
D

= +

-

- -

+

+ ^ ^ ^
^ ^

h h h
h h

6
6

@
@ . (20)
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Fig. 3 Analyzed model dimensions
 
The forces distribution in the x, y and z axes are shown in 

Figs. 4 and 5.

Fig. 4 Axial force behaviour

Fig. 5 Forces behaviour in the y and z axes

Comparison of maximum and minimum normal stresses in 
the particular loading steps is shown in Table 1. The stresses 
distribution monitored in the particular loading steps is shown 
in Figs. 6 to 9.

Comparison of maximum and minimum normal stresses Table 1  

Loading 
step v

v [MPa]

(Proposed model No.1 
MATLAB)

v [MPa]

(FEM software 
ADINA)

1
maxv 113.67 107.5

minv -116.4 -106.0

2
maxv 23.8 20.4

minv -26.3 -31.6

3
maxv 122.76 121.5

minv -123.52 -127.1

4
maxv 16.833 23.3

minv -17.18 -14.7

where Mo tzd ^ h is the loading bending moment to the axis 
of z and Mo tzp

i ^ h is moment really transferred by the beam, 
calculated as

Mo t t ydS t y dydzzp
i i

j
i

j

i

n

S 1

$ $v v= =
=

^ ^ ^h h h6 @/# . (27)

The result equation for calculating tLMzvD ^ h will be

yt Mo t t y dy dz J
1

LMz
i

zd j
i

j

i

n

z1

$ $ $ $v vD = -
=

^ ^ ^h h h6 @' 1/ .  
 (28)

In a similar way the equation for calculation tLMyvD ^ h can 
be derived, i.e.

zt Mo t t dy dz Jz
1

LM
i

d j
i

j

i

n

y y
y1

$ $ $ $v vD = -
=

^ ^ ^h h h6 @' 1/  
 
 (29)

and

F Et F t F ti
p
i

nx2 1$D = -^ ^ ^ ^h h h h6 @ , (30)

where F tz ^ h is loading force, F tp
i ^ h is the axial force 

calculated from stress distribution

,F t y t dS t dy dzp
i i

S

j
i

j

n

1

$ $v v= =
=

^ ^ ^h h h6 @/# . (31)

After the substitution of equations (31) and (30) into eq. 
(23), following equation can be obtained

EF t t dy dz S
1

LN
i

z j
i

j

n

nx

1

1$ $ $v vD = -
=

^ ^ ^h h h6 @' 1/ . (32)

Time stress distribution is obtained by discrete step by 
step solution. Starting step appears from non-loaded state, in 
each next step loading grows and eq. (20) is solved as long as 

i i1 #v v f-+ , if 0"f .

3. Numerical study

A model of beam with bilinear material and proposed 
computational model No.1 (Fig. 3) was implemented in MATLAB 
and compared with the more detailed FEM model created and 
analyzed in ADINA [12 and 13]. The beam was fixed at its one 
end and loaded at the other end.

 The material parameters were: Young’s modulus 
.E 2 1 105$=  MPa, yield stress R 100e =  MPa and the 

hardening coefficient .0 1a = .
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Fig. 9 Normal stress distribution at the 4th loading step

5. Conclusion

The paper goal has been to present the study of new 
numerical approaches for plastic zones identification and residual 
stresses distribution in the cross-section area of the beams stressed 
above yield strength. The reason why this study was realized is to 
determine the stresses during the solution of the elastic-plastic 
structures state modelled by the beam finite elements.

According the authors´ opinion, the graphical presentation 
of the residual stress distribution in the beam cross-section after 
application of the higher number of cycles can be important 
information from the view of the bearing capacity and reliability 
of the analyzed objects.
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Fig. 6 Comparison of normal stress distribution at 1st loading step

Fig. 7 Comparison of normal stress distribution at the 2nd loading step

Fig. 8 Normal stress distribution at the 3rd loading step
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1. Introduction

Finite element method (FEM) is most commonly used in 
continuum mechanics for the analysis of stress state. Together 
with the increasing computing power, the complexity of the tasks 
also increases. The preparation of necessary matrices and their 
solution takes currently from several minutes to several tens of 
hours. The fact is that the user is willing to accept such a solution 
time and is ready to lower requirements for the accuracy to speed 
up the solution.

For static tasks solution it is mostly necessary to analyze 
stress state for a relatively small number of load spectrum (about 
tens of load states – lines of the load spectrum). This load 
spectrum is defined by a small group of phenomena which cause 
extreme loads during operation. Degree of safety against yield 
strength and strength limit of the used material is checked in the 
analysis. The aim of the static analysis is to ensure the operational 
safety and to prevent the sudden loss of the construction utility 
properties (change in shape, brittle fracture, etc.) [1].

Solving the estimated life of the structure requires an analysis 
of the state of stress for the given load spectrum which has 
a relatively low number of loads (force, moment, pressure) and 
a relatively high number of loading states. Such a load spectrum 
is usually defined by the time course of the dynamic load and it 
may have the character of accidental load.

Methods for reducing the number of load steps are often used 
to solve this kind of load spectrum. The final load spectrum may 
still contain tens to thousands of different loading states [2, 3, 4 
and 5].

The main criterion for the establishment of an efficient 
algorithm for solving the above mentioned tasks is the relationship 
between the load and the resulting state of stress. This relationship 
can be linear or nonlinear.

2. Algorithm for linear relationship between load  
and state of stress

The principle of stress superposition can be used to speed 
up analysis of the state of stress in the case of linear relationship. 
Algorithm based on the principle of stress superposition is 
defined as follows:
1. Determine the number of individual loads (forces, moments, 

pressures). Only one single load is always considered. 
2. FE analysis is performed for each individual load. The 

load size is modified so that the load will be unitary. The 
absolute size of all the loads shall be taken into account 
for normalization of loads. The unitary load is chosen in 
multiples of basic units. 
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1. Preparation of the model and generating files needed for the 
analysis of a contact at time t = 0. Saving the model with 
finite element mesh in a binary form. The initial penetrations 
of the contacts of bodies are eliminated in this introductory 
calculation. Next, the shortening of bolts is calculated to 
apply the prescribed force acting in them. Analysis of the 
stress state is solved for the unitary loads at time t = 1. This 
analysis is needed for the next restart of the analysis at the 
same time. A separate time function is defined for each load.

2. Generating input files for individual calculations 
corresponding to different load states. Stored model is loaded 
in a binary form with the finite element mesh in the phase 
of generating. Restart of the analysis is defined for time 
t = 1. Time functions for individual loads are adjusted to 
correspond to the actual loads for individual load states.

3. The inclusion of tasks to the queue for middleware TORQUE 
which manages the calculations on the grid. Files needed to 
calculate the individual tasks are generated. Analysis of the 
state of stress by FEM is made. Analysis of the results and 
listing the individual components of stress tensor at all nodes 
of finite element mesh is made.

4. Checking if all tasks from the queue of managing system on 
the grid are processed. The monitoring of the completion of 
all tasks is performed periodically and the continuation is 
possible only after completion of all the tasks.

5. The processing of the analysis results for individual lines of 
the load spectrum, determination of the static safety level and 
calculating the prediction of lifetime of the structure.

4. Analysis of the results of static task for the spectrum 
of load
 
State of stress in the structure is most often evaluated for 

static analysis. Analysis of the results consists of creating the 
graphs of stress area distribution where points with increased 
values of stress are evaluated. The position of these points and 
corresponding numeric value are determined in this evaluation. 
The evaluation must be made for all analyzed states of load; 
therefore, it must be performed across the whole spectrum of 
load. Then, it is necessary to make the resulting evaluation of the 
state of stress.

Points of stress concentration may be located in several areas 
of the construction and results may correspond to various loading 
states. Therefore, each load state has its own graphical outputs 
where stress concentrations are to be displayed and located. This 
procedure becomes time consuming with a greater number of 
loading states. Its difficulty is based mainly on mutual comparison 
of the points and values of stress (and corresponding numeric 
arrays) on different graphs.

Both above mentioned algorithms for the analysis of stress 
state are designed to allow the use of cluster parallelization. The 

3. Analysis of the stress state for all types of loads and listing of the 
stress tensor components for all nodes of finite element mesh.

4. Calculation of the stress state for individual load cases (lines 
of the spectrum of load). The stress tensor is multiplied by 
a load coefficient at each point of the finite element mesh for 
the relevant unitary load. The individual components of stress 
tensors are then summed together because in the calculation 
all loads for the corresponding load state shall be included.

5. The processing of the analysis results for individual lines of 
the load spectrum, determination of the static safety level and 
calculating the estimated life of the structure.
 
It is necessary to implement N independent analyses of the 

state of stress if the N individual loads (forces, moments, and 
pressures) are defined in the spectrum. Arrays of stress tensors 
are subsequently written to the files. For each load a single file is 
obtained. This file contains six columns (σ

xx
, σ

yy
, σ

zz
, σ

xy
, σ

xz
, σ

yz
) 

and the number of rows corresponds to the number of nodes in 
finite element mesh. These files are read and used for calculation 
of the stress state (using the method of stress superposition [6].

In general, analysis of the stress state using the FEM is 
significantly more time consuming than reading the arrays of 
stress tensors and their multiplication and addition. The proposed 
algorithm allows a significant reduction in the time required for 
analysis of an entire spectrum of loads. The procedure can be 
easily parallelized in the phase of stress state analysis by FEM. 
Individual analyses may be solved on separate computers [7].

3. Algorithm for nonlinear relationship between load 
and state of stress

The principle of superposition of stress cannot be used in 
nonlinear relationship between the load and the resultant array 
tensors of stress at nodes of finite element mesh. A suitable 
example of such a nonlinear relationship is the contact of bodies. 
Contact of bodies is highly nonlinear problem with regard to the 
previously unknown size, shape or position of the contact area. 
For the solution of the contact analysis the significantly higher 
number of steps in nonlinear analysis is needed than for solving 
geometric and material nonlinearities.

The contact of bodies between several parts of the structure 
is defined in the example below. The bolts with a defined preload 
are used in this example. In the first step of the contact problem 
solution (time t = 0) it is necessary to eliminate the initial 
penetrations of the contact bodies. The initial preload in the bolds 
needs to be solved at the same time.

Powerful computing resources in the form of a cluster enable 
parallelization of the computing algorithms. The cluster has 46 
computational nodes (each computational node has 12 cores and 
48 gigabytes of RAM). The algorithm for solution of nonlinear 
problems with the contact of bodies is as follows:
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maximum values for individual components of the stress 
tensor from previous loading states and those from current 
evaluation are compared. The serial number of the load 
state which caused the maximum value of the corresponding 
element of the stress tensor is also saved.

3. The results of the required criteria for evaluation of the 
equivalent stresses are processed. The serial number of the 
load state which caused the given state of stress is saved too.

4. Generating an input file for post-processing. It allows viewing 
the cumulative results and creation of graphical outputs from 
these results.
Equivalent stresses must always be evaluated for the individual 

states of load. The realization is most suitable in the program for 
the analysis of stress state using FEM – in our case - software 
ADINA. The equivalent stresses cannot be calculated from the 
cumulative stress tensor. This stress tensor contains the maximum 
values of stresses of the entire spectrum of loads. The individual 

results of the state of stress analysis for individual load cases are 
stored in a text file and they are ready for further processing. The 
algorithm for processing the results of static analysis in which 
the resulting state of stress and equivalent stress according to 
the required criteria (von Mises, Tresca) at each point of finite 
element mesh is evaluated as follows:
1. Processing of the results of analyses for individual load 

cases. The stress tensor for individual nodes of the finite 
element mesh is written to a separate file. All equivalent 
stresses determined in accordance with required criteria will 
be recorded into the second separate file. Maximum of 6 
values can be written into one file. If necessary, several files 
with the results must be created (these files can be created 
immediately after analysis of the state of stress). Within the 
cluster solution, parallelization of the algorithm for stress 
state analysis is used.

2. The program package OCTAVE reads saved files in successive 
steps corresponding to the different states of load. The 

Fig. 1 Cumulative effective stress distribution results [Pa]
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The S-N (Stress-Life) method and NSA (Nominal Stress 
Analysis) method belong to lifetime estimation methods which 
are based on the nominal stresses. Determination of fatigue 
life based on the S-N curve is inaccurate especially in low cycle 
fatigue. It is the oldest method which can be used for a wide range 
of applications. The method provides an extensive database and 
its use is appropriate for the high cycle fatigue. The NSA method 
uses the relationship between the size of the nominal stress of 
cycles and the number of cycles to failure. The method uses 
correction of medium stress according to Goodman or Gerbera.

The LESA (Local Elastic Stress Analysis) method belongs to 
lifetime estimation methods which are based on the local elastic 
stress. The method uses the relationship between the size of the 
local elastic stress of cycles and the number of cycles to failure. 
This method is a modification of the NSA method. The method 
is particularly useful in high cycle fatigue and uses the same 
corrections of medium stress as the NSA method.   

The ε-N (Strain-Life) method and LPSA (Local Plastic 
Strains and Stress) method belong to lifetime estimation methods 
based on the local elastic-plastic stresses and deformations. 
The LPSA method is based on the testing of the material in 
the context of local deformation according to cycles in order to 
initiate macroscopic cracks. This approach allows the analysis 
of elastic-plastic deformation at the critical points. The method 
uses (in uniaxial stress) mostly values of the stresses and 
strains identified on the basis of elastic calculation. The method 
subsequently makes the elastic-plastic correction according to the 
most common methods of Neubert, Mertens-Dittmann or Seeger-
Best. Methods of SWT (Smith, Watson, Topper) or Morrow most 
frequently used for medium stress corrections. The values   of the 
local elastic-plastic stresses and strains can also be determined 
using a nonlinear elastic-plastic calculation. In this case it is 
necessary to make a separate calculation for each local maximum 
of the load. This is time consuming and puts considerable 
demands on the computing power.   

The FMA (Fracture Mechanics Analysis) method belongs to 
lifetime estimation methods that are based on fracture mechanics. 
The linear-elastic fracture mechanics analysis most often uses 
the Paris rule for predicting the crack extension. The size of 
crack increase and stress intensity factor at the end of the crack 
is brought into relationship. The method is mostly used in the 
aerospace industry for the calculation of the allowable damage 
(Damage-Tolerant). The calculation allows reliable monitoring of 
the crack of a certain size. This approach enables monitoring of 
crack growth in each step – cycle after cycle.  

In addition to these most commonly used methods of fatigue 
life evaluation, there are also other methods for calculating 
the number of cycles to failure of machine parts [15]. This 
group of methods includes the following methods – Vibration 
Fatigue Analysis, Biaxial Fatigue Analysis, Multiaxial Fatigue 
Analysis, Global Multiaxial Fatigue (Safety Factor Analysis, 
Dang Van, McDiarmid, Crack Initiation Life Analysis, SWT-

tensor components may, however, correspond to the different 
load cases [8].

The above mentioned processing of the state of stress analysis 
for the individual load cases allows a simplified evaluation of 
the results for the entire load spectrum. The maximum values 
of the corresponding stress tensor component or equivalent 
stress processed for the entire load spectrum can be displayed 
in one figure (Fig. 1). Registered serial number of the load state 
that achieved a maximum value of the relevant component of 
stress tensor or the equivalent stress allows a simple graphic 
representation of the corresponding state. The practical 
experience with this procedure for the model about the size of 
1.2 million nodes shows that the reading and processing of one 
load stave with two sets of results takes approximately 80 seconds.

5. The review of methods for the fatigue life evaluation 
of structural elements

Most of the criteria for the calculation of fatigue life used 
to estimate the life of the structure use knowledge of the stress 
state or knowledge of the deformation in the structure. The 
methodologies based on the evaluation of the extreme state of 
load are used to calculate the fatigue life of machine parts. In the 
first case, they evaluate the mode which causes maximum stress 
or strain [5 and 9]. In the second case cumulative criteria are 
used where each state of load contributes to the total damage. 
Using referred methodologies with regard to their specific state 
of load it is possible to predict the number of cycles to fracture 
N

f
 [10 and 11].

 Input for the analysis of the fatigue life is the geometry, load 
and material properties of components or structures. Strength 
and fatigue properties (Wohler or Manson-Coffin curve) of the 
material are most commonly determined from the database or 
from the experiment. Loads can be obtained by experiment, 
analytical calculation, by estimation or based on the use of 
numerical methods. Based on these data it is possible to calculate 
the local stresses [12 and 13]. In the first case, the input for the 
analysis of lifetime is the file with a set of stresses for each load 
state and the file containing the corresponding loading process. In 
the second case, the file contains stresses for each load state and 
the number of load cases corresponds to the number of eigenvalue 
shapes of the flexible element used in the calculation. Loading 
history is analogously assigned to each mode. The output of the 
analysis is the lifetime calculation for each node of components 
or structure [14].

The main methods for predicting the fatigue life of the 
structures are based on:
· the nominal stresses,
· the local elastic stresses,
· the local elastic-plastic stresses and deformations,
· the fracture mechanics.
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stress is found. In this step, the minimum tensile stress (σ
min

) 
or maximum pressure stress of the entire spectrum of the 
dynamic load is determined (Fig. 3).

5. The values of average stress and amplitude of the stress range are 
determined from values σ

min
 and σ

max
 as follows (Fig. 4 and 5):

2
max min

mv
v v

=
+

 and 2
max min

av
v v

=
-

. (2)

6. Evaluation of the degree of safety against the fatigue damage 
of the structure with respect to the Smith’s diagram (Fig. 6) 
is carried out as follows – for the real value of average 
stress determined by the relation in point 5 - the maximum 
allowable value of the stress amplitude (σ

aLIM
) is subtracted in 

the Smith’s diagram. The safety coefficients are subsequently 
determined according to the relation (Fig. 7 and 8)

k
a

aLIM

v
v

= . (3)

7. The processing of equivalent stresses according to von Mises 
method is identical to the static loading mode.

8. The input for the post-processing is generated. The file 
allows display of the cumulative results and creation of their 
graphical outputs.

The principal stresses calculation is made within the post-
processing in the program ADINA. This procedure is faster than 
the calculation in the program OCTAVE. Both post-processing 
steps in 1st and 2nd point of the above mentioned algorithm are 
performed during one loading of results files into the program 
ADINA. This part can be repeated in a parallel mode immediately 
after the analysis of stress state.

The practical experience with this procedure (for the model 
about the size of 1.2 million nodes) shows that the reading 
and processing of one load state with two sets of results takes 
approximately 250 seconds.

Fig. 2 The maximum tensile stress σ
max

 [Pa]

Bannantine, Fatemi-Socie, Wang-Brown, Normal Strain, Shear 
Strain), Local Multiaxial Fatigue (Crack Initiation Life Analysis, 
Mròz-Garud, Wang-Brown criterion, Multiaxial Elasto-plastic 
Neuber Correction), Welds Fatigue Analysis and Temperature 
Dependent Fatigue etc.

6. Analysis of the results for the dynamic load 
spectrum and lifetime rating of the structure with 
respect to the Smith’s diagram 

Evaluation of fatigue life based on a state of stress evaluation 
in the construction with respect to the Smith diagram determines 
if the state of stress is in the stress scope which causes a critical 
accumulation of fatigue damage. For the lifetime evaluation of 
the structure with respect to the Smith diagram, the value of 
average stress and amplitude of the stress range is necessary to 
know [4, 5 and 9].    

Algorithm for lifetime evaluation of the structure with respect 
to the Smith diagram has the following form:
1. The first analysis of the results is made in post-processing 

of the FEM software ADINA; the principal stress σ
1
 and 

directional angles of the first principal stress are calculated. 
The results are written to a text file. Equivalent stresses 
according to the von Mises method will also be written to the 
file. 

2. The second analysis of the results is made in post-processing 
of the FEM software ADINA; the individual components 
of stress tensor are displayed. Both analyses of results are 
made one after the other within the results loading in post-
processing.

3. Files containing the principal stress σ
1
 and directional angles 

of the first principal stress are sequentially loaded in the 
program package OCTAVE [16]. After loading the first 
principal stress for one load state, the result is compared with 
the maximum value in the previous states. The maximum 
value of the first principal stress, its directional vectors 
and the serial number of the load state will be found. The 
maximum tensile stress (σ

max
) of the entire spectrum of 

the dynamic load on each point of finite element mesh is 
determined in this step (Fig. 2).

4. The stress tensor for individual load states is sequentially 
loaded after the determination of the maximum first principal 
stress and its direction. The stress tensor is projected into the 
direction of the main stress according to the equation 
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From the entire spectrum of the load the minimum value 
of the stresses in the direction of the maximum principal 
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Fig. 6 Smith’s diagram

Fig. 7 Smith’s safety factor

Fig. 8 Static safety factor

Fig. 3 The minimum tensile stress σ
min

 [Pa]

Fig. 4 The average stress σ
m
 [Pa]

Fig. 5 The amplitude of the stress range σ
a
 [Pa]
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Created algorithms, their implementation and use of powerful 
cluster computing resources allow efficient solving of the problems 
of the state of stress analysis or the life estimation of structures. 
Algorithms are applicable to the problems of contact (for static 
and dynamic spectrum of load) with a relatively large number of 
loading states in a short time (4-5 days including the processing 
of analyses results).
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7. Conclusion
 
Computer processing of the stress state analyses using FEM 

can significantly simplify and speed up the process. Manual 
processing of the results for the spectrum of load is difficult in 
terms of time and user. The above proposed algorithms process 
the results of the analysis to the cumulative form. The subsequent 
analysis of cumulative results becomes significantly simpler. The 
cumulative results are then displayed on a relatively small number 
of figures.

Another significant factor is that the results processing is 
independent of the user and can be performed in the user’s 
absence. It is possible to process the results of analysis for the 
static spectrum of load of more than 1000 different modes during 
24 hours. For the dynamic spectrum of load it is possible to 
process more than 350 different modes during 24 hours. In our 
presented example, one analysis of the stress state for a static or 
dynamic load mode (with considering the contact of bodies) takes 
approximately 4.5 hours.

References

[1] SAPIETOVA, A., SAPIETA, M., HYBEN, B.: Sensitivity Analysis Application for Multibody System Synthesis. Applied Mechanics 
and Materials, vol. 420, 2013, 68-73, ISSN 1660-9336.

[2] BATHE, K.J.: Finite Element Procedures. Prentice Hall, 1996.
[3] DEKYS, V., BRONCEK, J.: Measuring Strain of the Lattice Towers. Communications - Scientific Letters of the University of Zilina, 

vol. 14, No. 3, 2012, 39-42, ISSN 1335-4205.
[4] MURIN, J.: Finite Element Method for Truss and Frame Structures (in Slovak). Bratislava: STU Bratislava, 1999, 130 p., ISBN 

80-227-1287-6.
[5] SAGA, M., KOPAS, P., VASKO, M.: Some Computational Aspects of Vehicle Shell Frames Optimization Subjected to Fatigue 

Life. Communications – Scientific Letters of the University of Zilina, vol. 12, No. 4, 2010, 73-79, ISSN 1335-4205.
[6] SAGA, M., VASKO, M., KOPAS, P.: Strength of Materials - Selected Methods and Applications (in Slovak). VTS: University of 

Zilina, 2011, 400 p., ISBN 978-80-89276-34-9.
[7] ZMINDAK, M., RIECKY, D.: Meshless Modelling of Laminate Mindlin Plates under Dynamic Loads. Communications - Scientific 

Letters of the University of Zilina, vol. 14, No. 3, 2012, 24-31, ISSN 1335-4205.
[8] ADINA – Theory and Modelling Guide, Volume 1 [help manual]. Watertown, 2010.
[9] RUZICKA, M.: Methods for the Fatigue Life Evaluating (in Czech). CVUT: Praha, 1999.
[10] KOPAS, P., SAGA, M., UHRICIK, M.: Contribution to Multiaxial Damage Calculation using FEM. Applied Mechanics and 

Materials, vol. 420, 2013, 318-224, ISSN 1660-9336.
[11] TREBUNA, F., BIGOS, P., JURICA, V., RITOK, J.: Possibility of Identifying the Residual Life of Machines and Equipment by 

Experimental Methods in Mechanics (in Slovak). Strojarstvo, Zilina, No. 2, 2000, 57-63.
[12] LEITNER, B.: Discrete optimization of the rail vehicle frame weight with respect to fatigue damage cumulation process. Transport 

means 2013, proceedings of the 17th international conference, October 24-25, 2013, Kaunas University of Technology, Lithuania, 
17-20, ISSN 1822-296X.

[13] VASKO, A.: Analysis of the Factors Influencing Microstructure and Mechanical Properties of Austempered Ductile Iron. 
Communications - Scientific Letters of the University of Zilina, vol. 11, No. 4, 2009, 43-47, ISSN 1335-4205.

[14] BIGOS, P., KUBIN, K., KULKA, J., MANTIC, M., BURAK, J., PUSKAR, M., TANYASI, O., FALTINOVA, E.: Computational 
and Experimental Methods for Increasing Efficiency and Life Examination of Structures for Selected Power Drives and Transport 
Equipment (in Slovak). TU Kosice, 2010, 215 p., ISBN 978-80-553-0522-6.



26 ● C O M M U N I C A T I O N S    3 A / 2 0 1 4

[15] KOPAS, P., SAGA, M.: In-phase Multiaxial Fatigue Experimental Analysis of Welded Cylindrical 6063-T66 Aluminium Alloy 
Specimens. Manufacturing Technology, vol.13, No. 1, 2013, 59-64, ISSN 1213-2489.

[16] OCTAVE manual [help manual]. www.octave.org.



27C O M M U N I C A T I O N S    3 A / 2 0 1 4   ●

1. Introduction

Reduction of noise due to rolling contact of wheel and rail 
for freight cars is one of the principal tasks to be solved by the 
European railways.  Experts of railways companies, industry 
and universities were engaged during the last about ten years in 
searching for technical solutions. An important noise reduction 
of freight cars can be achieved by replacing the cast iron brake 
shoes by composite brake shoes. Doing that, two directions have 
been taken into consideration. This is due to the fact that at that 
time most composite brake shoes friction coefficients were far 
away from the friction coefficient of the cast iron brake shoes. 
Applying such friction materials on existing vehicles would cause 
the change of braking forces acting on the wheels. These types of 
brake shoes (K-block) show a friction coefficient which is higher 
than the coefficient of cast iron. Consequently, the application 
of the “silent” composite brake blocks of type K affords the 
adaptation of the braking system of the vehicle, which is costly.  
For these reasons, the application of K-brake block was proposed 
for newly built vehicles. For the existing vehicles, solutions having 
the same friction coefficient as the cast iron brake shoes were 
requested (LL-Brake blocks). In this case, we can avoid to the 
modification of the braking equipment of existing freight cars.

2. Tests of brake components

For the development of the braking system on the basis of 
composite brake blocks a lot of research in different areas  was 
carried out:

• Tests on test rigs to improve the friction characteristics 
under dry, wet and hot conditions including stop braking and 
braking in severe downhill conditions.

• Tests to inhibit negative influences on the shunting circuits 
in railway lines.

• Tests under heavy winter conditions to avoid exceeding 
braking distances of trains due to the influence of snow.

• Thermo mechanical test to avoid high residual stresses in the 
wheel rigs and important plastic lateral deformations of the 
wheels.

• Tests to avoid material inclusions into the brake shoes.
• In line test to prove the braking power.
• Downhill test under severe load conditions.
• Test to prove the whole system behaviour under real service 

conditions including all the seasons (winter, summer, etc.)
• Fuse tests (behaviour under failures in the braking system, 

handbrake not released, etc.)

As it can be seen from the above, a lot of tests had to be carried 
out. They were partly based on a long experience, especially based 
on the application of cast iron brake shoes. Some of them had to 
be newly developed due to the different behaviour of composite 
brake shoes in comparison to cast iron brake blocks (for example, 
winter tests, tests concerning the shunting behaviour, fuse tests). 
With growing experience it was possible to develop tests on test 
rigs instead of expensive tests on lines. During the service tests it 
was observed that under certain conditions and configurations an 
unfavourable wear concerning especially the treads of the wheels 
arose. As a consequence, high equivalent conicities were reached 
partly after short inservice time. As these parameters concern 
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Determine if higher deviations from original equivalent 
conicity are possible: This work would define a new limit value 
for equivalent conicity. Added  to this approach a system 
for monitoring equivalent conicity during operation must be 
developed and implemented.

Determine if changes in brake block geometry can reduce high 
increases in equivalent conicity. The change of geometries during 
operation must be studied and new brake block geometry must be 
developed and tested. Ideally, brake block geometry is chosen in 
such a way that there is no influence on the equivalent conicity of 
the wheel during operation.

Determine if brake shoes can be developed with properties 
similar to cast iron brake shoes concerning wheel wear.

Opportunities:
Pursuing the suggested steps gives an opportunity to 

homologate an economically satisfying LL-brake block because 
wheel wear questions may be solved.

Insights from this work will also help design an optimal 
K-block which may reduce observed high wheel wear that is 
observed in certain cases, thus reducing life cycle costs.

Having optimal brake block wear improves the wheel wear 
which, in turn, optimises rail wear: Finding an optimal solution 
reduces costs both in operations and in infrastructure.

Influence on regular homologation: This work can be done 
in parallel to the regular homologation and can be considered 
to be an economic optimisation. It is suggested, however, that 
operational tests include measurements of equivalent conicity.

Fig. 1 Wheel wear and equivalent conicity for cast-iron brake blocks  
and for composite brake blocks

The problems concerning wear on wheels and wear on 
brake blocks have been found out during service tests. As service 
tests are very costly and time consuming, there exists a need to 
perform the tests on a test rig in the future. For these reasons the 
University of Zilina proposes a research project with the scope of 
optimization of the interaction between brake shoes and wheels.

dynamic vehicle behaviour it is completely understood only by 
experts of running dynamics.

3. Equivalent conicity

What is equivalent conicity? The wheel and the rail have 
a particular surface geometry in their contact area. In a first 
approximation the wheel can be described as a cone rolling on 
a pointed edge. Conicity describes the angle (tangent) of this 
cone. Equivalent conicity is a measure comparing real geometries 
with this theoretical model. This makes it possible to compare 
different wheel geometries in terms of running behaviour [1, 2 
and 3].

Importance of equivalent conicity: In order to sustain a good 
running behaviour of the vehicle on the track, to prevent 
wheel, rail and track damage and, in the worst case, the risk of 
a derailment the equivalent conicity must remain within given 
limits. The geometry of the wheel profile is designed in such a way 
that during operation, equivalent conicity does not exceed these 
limits due to wheel wear. The values are defined in EN 14363, 
stating that equivalent conicity in service may not deviate more 
than 50 % or a maximum of 0.05 from original values.

Different behaviour of cast-iron brake blocks and composite 
brake blocks (Fig.1): Cast iron brake blocks adapt their contact 
geometry to the wheel so that there is no influence on the 
equivalent conicity of the wheels. This is not the case with 
composite brake blocks. Here, the brake blocks influence the 
geometry of the wheel profile and, therefore, also equivalent 
conicity. Therefore, a new element is introduced into the wheel 
– rail system. It is important that the new system is at least equal 
to the old one with respect to the wheel/rail contact conditions 
(compare Fig. 1).

LL-brake block homologation: In the operational tests of 
LL-blocks the equivalent conicity was not measured systematically 
with the exception of Switzerland. Here, it was shown that the 
equivalent conicity values increased too rapidly. If this proves 
to be the case in other situations, a monitoring system would 
be required and wheels would have to be re-profiled more often 
than with cast-iron brake blocks. This would increase the life-
cycle-costs, which runs counter to the idea of having a low cost 
retrofitting possibility.

What are possible reasons for the increase in equivalent 
conicity? A UIC study showed that the increase in equivalent 
conicity is probably due to the geometry of the friction surface 
of the brake block. There are guidelines on the geometry of brake 
blocks; however it is unclear how they emerged. It is likely that 
the contact geometry of the brake block has not been adapted to 
the geometry of the wheel profile. 

Possible approach: The issue of equivalent conicity can be 
approached in two ways: 
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These rotating rails are mounted in bearing housings which 
are connected with the frame. The supporting frame (4) will hang 
on two hinges. Rear hinge is of a more simple design and its 
duty is to hold the support frame in the requested position. Four 
locomotive brake units are implemented in the support frame. 
Axle boxes are mounted on the wheelsets (5), they are attached 
with screw binding to the support frame. A pneumatic cylinder 
creates the necessary axial force. The front hinge is attached with 
a tilting lever of the wheelset. 

Fig. 3 Schema of the test stand functionality - side view

A force sensor is placed on pull rod which measures the 
longitudinal forces arising during braking. The adapter is attached 
to the bearing box in which is a force sensor that is connected to 
the rope fairlead (6). A vertical wheel force is evoked by weights 
(7) and each wheel is loaded with one weight. For simulation 
of the vehicle running arc track the rotating rails are moving in 
a lateral direction for max. 16 mm. For this change the rotating 
rail mechanism of transverse displacement is used. This simulates 
a track gauge change when vehicles are passing the arc. The test 
bench is placed on two bases.

Scheme of the brake test stand RAILBCOT consists from 
electromotor, gearbox, rotating rails, brake units, rear hinge, front 
hinge, support frame, railway wheelset, base, weight units).

Wheel is braked with two locomotive brake units (four units 
per wheelset). The test stand will be not included into the UIC 
brake stands branch but ride stands branch. The utilization of the 
stand, operation and scientific investigation direction is different 
from Flywheel test stand UIC.

6. Test stand  model

Three dimensional model of test stand was created in CATIA 
system. In Fig. 4 is a central executive part of the device. The 
left side represents the driving part and constitutes the rail the 
right side (separated by dash dot line) represents a vehicle and 
constitutes a bogie with railway wheelset.

4. RAILBCOT – Rail vehicles brake parts test stand

The Railway vehicles brake components test stand 
RAILBCOT, [4] (see Figs. 2 and 3) is the facility where the 
core consists of an electromotor position 1 with the power of 
440 kW. The motor power is led via a transmission (position 
2 - conical gearbox) UNIMEC500 to the discs of rotational rails 
position 3. The railway wheelset (position 5) is via a cable stayed 
transmission (position 6) pressed to these discs with the force 
of 225.000N. The wheelset is integrated into the movable frame 
(position 4) that enables rotating of wheelset about the angle of 
attack and the lateral movement in the acceptable limits.

During the facility design and conception specification 
was badly needed to resolve several functional nodes. They are 
necessary for simulation of the wheelsets drive ability in true 
railway operation. 

Such nodes are:
• change of track gauge possibility,
• change of strike angle possibility,
• lateral forces loading solution,
• axle loading solution.

5. RAILBCOT – operation principle

Electromotor (1) will transmit the torque through gearbox 
(2) which has one input and three output shafts and rotate the 
rotating rails (3). 

Fig. 2 Schema of the test stand functionality top view
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Fig. 7 Test stand model- front view

The test stand is in  its basic version equipped  with force 
sensors (2x wheel forces, 2x forces in the ride direction, 2x frame 
lateral forces, 4x normal brake forces a 4x tangential brake forces) 
as well as the wheel revolution sensors and sensors of rail discs. 
The ground of technical support of data acquisition and data 
processing are two stations HBM MGC Plus. In the following 
figures: Fig. 8 is the photo of the PRORAIL test stand – part 
RAIL and in Fig. 9: PRORAIL test stand facility – part BOGIE.

Fig. 8 PRORAIL test stand – part RAIL   

Fig. 9 PRORAIL test stand facility – part BOGIE

Fig. 4 3D projection of the test stand model

Test stand model- side view is depicted in Fig. 5, test stand model- 
front view is in Fig. 6 and test stand model- front view in Fig. 7.

Fig. 5 Test stand model- side view

Fig. 6 Test stand model- top view
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stand. The aim is to create the sophisticated tool for scientific 
research of railway wheels running tread modification due to 
wear under simulated operational loads in laboratory conditions. 
Such tool is the test stand named “RAILBCOT - RAIL Vehicles 
Brake COmponents Test Stand”, that we are building under ITMS 
Code 26220220011 project that is mainly based on the support 
of Research and Development Operational Program financed by 
European Fund for Regional Development. The principle design, 
functional demands on device and building of the frames, 3D 
model building, structural analysis execution, working drawing 
generation for device part production are results of work of the 
University working research team. The complete measure chain 
specification, data acquisition, data assessment and loading 
running – breaking collection specification are results of the same 
team.

The project implementation is aimed not only at the solution 
of one separated, even though very topical and important issue 
(wheel tread wear).It enables to create presuppositions for 
performance of new projects aimed at the study of wear wheel/
rail in contact, new wheel or rail profiles development [2, 3, 5 and 
6] wheel/rail couple adhesion phenomena, friction conditions of 
wheel tread / brake block, analysis of wear of rotating members 
of test stand, temperature and thermal fields spreading, initiation 
and disposition of stress fields in test specimens (wheelsets, 
surface stresses in wheels rims, and wheels bodies), wheel 
unroundness analysis [7], noise transmission and so on. All  
tests will be supported by the possibility of active input into the 
realistic, operational loads of railway wheelset.. This test stand 
offers the possibility of composite materials brake blocks testing 
[8 and 9], as well as the wheel axles quality evaluating [10, 11 
and 12]. The new testing device may be an excellent base tool for 
international scientific and research cooperation.
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Fig. 10 Parameters tuning

Fig. 11 Rails tread measurement with MiniProf device

Data acquisition (Figs. 10 and  11), data processing and 
data assessment is performed   by means of the “application 
development environment” written by us and all the test stand 
control will be guaranteed by this software solution.

7. Conclusions

The article deals with the motivation to solve the issue of 
development, building and utilization of a brand new original test 
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1. Introduction 

The rail /wheel contact relations for purposes of rail vehicles 
dynamics are often calculated by means of Hertz method 
[1] and Kalker´s simplified method applied in the program 
code FASTSIM [2]. Kalker’s variation method [3] used to be 
considered as an etalon for contact patch and contact stress 
between railway wheel and rail calculation. Normal stresses and 
contact patches areas are assessed with the program code NORM 
[3], tangential stresses and tangential forces with the program 
code TANG [3]. The computation with Kalker’s variation method 
takes longer time than the computation with the simplified 
method. This is the reason why the variation method is not widely 
used for rail vehicles dynamics computation and the simplified 
method is preferred for this purpose. The results gained with the 
simplified method are partially different (but acceptable) from 
the results gained with the variation method. The most significant 
difference consists in the contact area shape and size calculated 
in program FASTSIM that always presupposes to be elliptical. 
The Strip method procedures [4] give more opportunities to 
solve the contact with respect to non-elliptical contact patch. Our 
aim is to create the calculation procedure of ”FASTSIM“  type 
- we can name it ”FASTSTRIP“ for calculation of stresses over 
a non-elliptical contact area. We derived the procedures for fast 
non-elliptical contact patch calculation [5] as a presupposition 
of tangential forces computation. The resultant values of our 
brand new procedure presented in this article are closer to 
calculation results achieved by Kalker’s variation method [3], 
while the computation speed is similar to the computation speed 

of FASTSIM [2]. The authors’ initial remarks on the wheel/rail 
tangential contact stress evaluation by means of the modified 
Strip method  can be found in [6] and first article  in [7].

2. Prerequisites

To begin with, we calculate the moduli of shear elasticity for 
wheel and rail materials [3]:
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where:
,G G1 2  - moduli of shear elasticity,
,E E1 2 - moduli of elasticity,
,1 2y y - Poisson’s ratios,
The contact area assembled from strips and normal stress 

above the strips  is calculated with the Strip method.
The output parameters from the Strip method that come into 

the modified procedure are:
N - number of strips,
y

i
 - centre of i-th strip coordinate,.

y
d
 - half-length of the strips,

x
di
 - half-length of the i-th strip,

p
oi
 - normal stress in the middle of i-th strip,

A
NS

 - area of all strips.
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We determine the number of splitting up the strips in the 
longitudinal direction:

n Int a8x $= ^ h (7)

The tangential forces ,T Tx y  and the spin moment Mz  are set 
to be zero at the beginning.

3. Mathematical computational alghoritm

The mathematical computational algorithm is schematically 
depicted in the flow chart in Fig. 2.

3.1 Calculation at the i-th strip (A):

For the i-th strip position the coordinate in the imaginary 
ellipse area is as follows:

y b
y

ei
i

=  (8)

and for its width the following holds:
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y2
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= . (9)

For tangential maximum stress the relation mentioned below 
holds:

T p i0 0$n= , (10)

where:
n  is the friction coefficient.

We will calculate the following constants:
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For the half-length of the strip the following relation holds: 

a a
x

ei
di= .  (12)

For a calculating step we have:

n
a

x
x

eid =  (13)

and for the area element: 

A ye ed x$ d=  (14)

For the strip slip in the x-axis direction we have:

s U F yxi x x ei$= - . (15)

We used the modified ”FASTSTRIP“ method for the 
tangential stresses computation. Figure 1 shows the program 
dialog with graphical output of results.

Fig. 1 Plot of AreaNORM and AreaFASTSTRIP  
against wheelset treads profiles lateral movement

We use this method for computation of the stresses in the 
non-elliptic contact patch area.  Before the computation, it is 
needed to compute or find out the virtual ellipse parameters:

Slips ,s sx y  and spin }  are calculated from the geometrical 
relations.

For constants , ,C C C11 22 23  determination, the imaginary 
elliptical contact patch with the b  semi-axis:

b
y y

y2
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d
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=
-
+  (2)

the a  semi-axis:
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$r=  (3)

and with the ellipse centre coordinate y0 :
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will be used.

For the semi axes proportion the following relation is valid:

D a
b

= . (5)

We will set , ,C C C11 22 23  constants for the given D  
parameter and n  friction coefficient.

For , ,C C C1 2 3  constants the following relations are valid:
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D
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3.2 Calculation over the length of i-th strip (B):

The ,p px y  tangential stresses are set to be zero at the 
beginning of the calculation over the strip length.

The xe  coordinate is being changed in interval 

,a a2 2ei
x

ei
xd d

- - +  with a step of xd .

For the current slip in the y direction following holds: 

s U F
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2i yy y
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. (16)

For tangential stresses over the area element with coordinates  
,x ye ei^ h following relation holds: 

,p p s a x sp p a xx x xi ei e y y yi ei e$ $= - - = - -^ ^h h (17)

Then the stress amplitude and maximum feasible amplitude 
ratio will be calculated 

p
a x
p p

ei e

x y

2 2

2 2

=
-
+

. (18)

If  p > 1, then:
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We will calculate the ,T Tex ey  tangential forces and Mez  spin 
moment for an area element.
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These forces and spin moment are added to ,T Tx y  forces and 
Mz  spin moment:

, ,T T T T T T M M Mx x ex y y ey z z ez= + = + = +   (21)

Having completed the calculation over all the strips, the 

,T Tx y  forces and the Mz  spin moment will be divided by the 

T 2z
r
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To obtain true values of ,T Tx y  and Mz  spin moment, the values 
calculated from (22) have to be multiplied by the constant T :

T N $n= , (23)

, ,T T N T T N M M Nx x y y z z$ $ $ $ $ $n n n= = =  (24)
where:
n  is a friction coefficient,
N is a normal force. Fig. 2 Flow chart of the procedure
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method is that the computation is executed along the strip 
separately, regardless of the strip size – whether it is smaller or 
longer than the virtual ellipse border.

Fig. 3 Plot of Pmax CONTACT-NORM, Pmax NFASTSTRIP and Pmax 
HERTZ against wheelset treads profiles lateral movement

4. Results and validation

We analyzed the contact patch area, contact stress between 
the wheel equipped by S1002 tread profile and UIC60 rail head 
profile inclined by 1:40. The lateral shift is in interval of (cca 
-5mm to 5mm). 

4.1 Input parameters

The wheel force is Q = 100.000N. We used our fast strip 
method [5] for the computation of contact patches and contact 
stresses and we compared our results with the results obtained by 
Kalker’s Contact-NORM method [3].

In Table 1 are summarized input parameters: yw [mm] is 
lateral shift of wheels profiles over the rail heads profiles, Fn [N] 
is a normal force, tan(Gama) is the value of Tangent Gamma 
function that is the contact area angle tangent in the contact 
point. Gama [rad] is the same angle expressed in radians. Sx 
and Sy are the slips (creepages in x and y directions) and Phi 
is expressed in [rad/mm]. The difference with the FASTSIM 

Contact input parameters  Table 1

yw Fn [N] tan(Gama) Gama [rad] Sx [-] Sy [-] Phi [rad/mm]

-5 100004 -0.008948 -0.00894776 0.001645 0 0.000019

-4 100004.7 -0.009655 -0.00965470 0.001295 0 0.000021

-3 100006.0 -0.010960 -0.01095956 0.001054 0 0.000024

-2.5 100007.1 -0.011927 -0.01192643 0.000953 0 0.000026

-2 100008.6 -0.013144 -0.01314324 0.000859 0 0.000029

-1.5 100010.9 -0.014776 -0.01477492 0.000773 0 0.000032

-1 100014.2 -0.016839 -0.01683741 0.000684 0 0.000037

-0.5 100019.5 -0.019748 -0.01974543 0.000595 0 0.000043

0 100029.0 -0.024072 -0.02406735 0.000000 0 0.000052

0.5 100222.8 -0.066581 -0.06648288 -0.000595 0 0.000145

1 100249.4 -0.070613 -0.07049599 -0.000684 0 0.000153

1.5 100282.8 -0.075148 -0.07500702 -0.000773 0 0.000163

2 100317.3 -0.079742 -0.07957362 -0.000859 0 0.000173

2.5 100360.8 -0.084998 -0.08479419 -0.000953 0 0.000184

3 100411.8 -0.090812 -0.09056359 -0.001054 0 0.000197

3.5 100472.2 -0.097318 -0.09701251 -0.001166 0 0.000210

4 100550.2 -0.105034 -0.10465029 -0.001295 0 0.000227

4.5 100652.9 -0.114436 -0.11394035 -0.001449 0 0.000247

4.7 100703.2 -0.118818 -0.11826354 -0.001519 0 0.000256

5 100799.7 -0.126724 -0.12605211 -0.001645 0 0.000273
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4.2 Results of tangential stresses calculation

Tangential stresses, T
x
, T

y
 forces and M

z
 moment for separate 

strips are computed by means of the T
x
, T

y
 and M

z
 computed by 

”CONTACT-TANG“, ”FASTSIM“ and ”FASTSTRIP“ methods 
for the purpose of comparison.

Fig. 7 Plot of T
x
 [N] against wheelset treads

Fig. 8 Plot of T
y
 [N] against wheelset treads profiles lateral movement

Fig. 9 Plot of M
z
 [N.m] against wheelset treads

Fig. 4 Plot of Pmax NFASTRSTRIP/NORM and Pmax HERTZ /
NORM [-] proportional comparison of evaluated quantities

 

Fig. 5 Plot of Shift NORM, Shift FASTSTRIP and Shift HERTZ 
against wheelset treads profiles lateral movement

Fig. 6 Plot of Area NORM, Area FASTSTRIP and Area HERTZ against 
wheelset treads profiles lateral movement 
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5. Conclusions 

Our aim is to create the calculation procedure of ”FASTSIM“ 
type.  We named this procedure for calculation of stresses over 
non-elliptical contact area ”FASTSTRIP“. The result values 
are closer to the results achieved by Kalker’s variation method 
results and the computation speed is similar to the computation 
speed of FASTSIM. This method is adapted for a non-elliptical 
contact area calculated by means of the Strip method [5]. This 
method utilizes the FASTSIM theory [2] as a calculation engine 
for tangential stress assessment. The calculation procedure is 
outlined in Fig. 2 in which a flowchart with two program loops 
is illustrated. These loops are in detail described in the part 
“Mathematical model”. Results and validation follow. In Table 1 
are some input parameters, Figs. 3, 4, 5 and 6 compare the results 
gained by means of NORM [3] and our calculation procedure 
[5] shift, area and pmax. They express the reality that the ground 
input parameters for tangential forces calculations are mutually 
very close.

Figures 7, 8, 9 and 10 give results of tangential stresses 
calculation for input parameters. The curves of dependencies (Tx, 
Ty Mz) calculated with TANG [3] and FASTSTRIP are shown 
in graphs. For better resolution are these curves shown in Figs. 
11 and 12 as comparative proportional curves. The meaning or 
importance of the procedure FASTSTRIP for us or anybody who 
writes his/her own code is in the fact that this procedure can 
be implemented into the code for computation of rail vehicles 
dynamics offering the advantage of fast computations. Of course, 
the field may be analysed from other points of view [8, 9 and 10] 
where multi-software platforms are presented. The field of wheel 
/rail contact task is very close to the computational analysis of 
contact stress distribution in the case of mutual slewing of 
roller bearing rings [11 and 12], or from the more sophisticated 
field [13, 14 and 15].
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Fig. 10 Plot of M
z
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Fig. 11 Plot of T
x
 [N]- Proportional comparison

Fig. 12 Plot of Ty [N]- Proportional comparison of evaluated quantity



39C O M M U N I C A T I O N S    3 A / 2 0 1 4   ●

References

[1]  JOHNSON, K. L.: Contact Mechanics. Cambridge university press Cambridge, p. 510. 1987.
[2]  KALKER, J. J. A Fast Algorithm for Simplified Theory of Rolling Contact. Vehicle systems dynamics, 11, 1982, 1-13.
[3]  KALKER, J. J.: Three-dimensional Elastic Bodies in Rolling Contact. Kluwer academic publishers: Dordrecht, 1990.
[4]  KNOTHE, K., HUNG, L.-T.: Ermittlung der Normalspannungs-verteilung beim Kontakt von Rad und Schiene. Forsch. Ing.-Wes. 49, 

1983, 79-83, 1983.
[5]  LACK, T., GERLICI, J.: Modified Strip Method Utilisation for Wheel / rail Contact Stress Evaluation. 9th intern. conference on 

contact mechanics and wear of rail/ wheel systems (CM2012) : Southwest Jiaotong University, 2012. Presented in Chengdu, 2012.
[6]  LACK, T., GERLICI, J.: Wheel/rail Contact Stress Evaluation by Means of the Modified Strip Method. Communications - Scientific 

Letters of the University of Zilina, vol. 15, No. 3, 2013,  126-132. ISSN 1335-4205.
[7]  LACK, T., GERLICI, J.: Tangential Stresses for Non-eliptical Contact Patch Computation by Means of Modified FASTIM Method. 

Intern. Association of Vehicles Systems Dynamics (IAVSD) 2013 : 23rd intern. symposium on dynamics of vehicles on roads and 
tracks, August 2013, Qingdao: Chengdu: Southwest Jiaotong University, 2013. USB key, [6] p.

[8]  SAPIETOVA, A., SAGA, M., NOVAK, P.: Multi-software Platform for Solving of Multibody Systems Synthesis, Communications - 
Scientific Letters of the University of Zilina, vol. 14, No. 3, 2012, 43-48. ISSN 1335-4205.

[9]  LEITNER, B.: The software tool for mechanical structures dynamic systems identification. Transport means 2011. Proceedings of 
the 15th international conference : October 20-21, 2011, Kaunas University of Technology, Lithuania. - ISSN 1822-296X. - Kaunas: 
Kaunas University of Technology, 2011. - S. 38-41.

[10]  BEDNAR, R. SAGA, M., VASKO, M.: Effectivity Analysis of Chosen Numerical Methods for Solution of Mechanical Systems with 
Uncertain Parameters. Communications - Scientific Letters of the University of Zilina, vol. 13, No. 4, 2011, 40-45. ISSN 1335-4205.

[11]  JAKUBOVICOVA, L., SAGA, M.: Computational Analysis of Contact Stress Distribution in the Case of Mutual Slewing of 
Roller Bearing Rings. Applied Mechanics and Materials, 2014.

[12]  JAKUBOVICOVA, L., SAGA, M., VASKO, M.: Impact Analysis of Mutual Rotation of Roller Bearing Rings on the Process of 
Contact Stresses in Rolling Elements. Manufacturing Technology, 2013. 

[13]  ZMINDAK, M., RIECKY, D., SOUKUP, J.: Failure of Composites with Short Fibres. Communications - Scientific Letters of the 
University of Zilina, vol. 12, No. 4, 2010, 33-39. ISSN 13354205.

[14]  ZMINDAK, M., NOVAK, P.: Particle Interactions in Composites Reinforced by Fibre and Spherical Inclusions. Communications - 
Scientific Letters of the University of Zilina, vol. 11, No. 2, 2009, 13-18, ISSN 1335-4205.

[15]  LEITNER, B.: Optimization of Dynamic Strength Dimension of Machine Frame by MATLAB. Transport Means - Proc. of the 
Intern. Conference 2012, Pages 104-107, 16th Intern. Conference Transport Means 2012; Kaunas; October 2012.



40 ● C O M M U N I C A T I O N S    3 A / 2 0 1 4

1. Introduction

Quality, safety and environment - these words stand for the 
basic requirements  for any industrial and service activity, railway 
transport not excluding. There are few words that always go 
together - reliability, safety, risk, which characterise any system 
functioning. There are many factors influencing the reliability 
– the fundamental is so called inherent reliability - built in the 
product (system, machine) by its design and manufacture. Yet 
there are many more factors influencing the reliability of a system 
during its life (operation), among which perhaps the most 
important is maintenance. Inherent reliability is recognised even 
in maintenance terminology standard [1], which also recognises 
failure criticality as combination of failure consequence severity 
and its frequency (probability of occurrence). This is just for 
illustration that importance of risks is emphasised even in basic 
terminology standards.

Of course, problems of risk require much more than a basic 
definition. There are many methods dealing with risks analysis 
and their mitigation. In machines operation and maintenance 
risks are always connected with failures. In traditional 
maintenance approach the requirements for maintenance of each 
component were determined in accordance with its actual or 

assumed technical characteristics, without considering its failure 
consequences. The resulting maintenance schedules were used to 
all similar objects without considering the different consequences 
coming from different operational contexts.

Wherever possible, new approaches should be searched 
for that would synthesize new findings into a form so that it 
would be possible to evaluate and implement those approaches 
having the best value for functioning of physical objects and the 
whole organisation (company). Philosophy that provides such 
a framework is called Reliability Centred Maintenance (RCM) 
[2]. RCM uses analytical methods of a-priori reliability, especially: 
1. Fault Tree Analysis (FTA),
2. Reliability Block Diagram (RBD), 
3. Failure Mode and Effect Analysis (FMEA), 
4. Root Cause Failure Analysis (RCFA). 

These methods in broader context contribute also to 
Fault Prevention, Fault Forecasting, Fault Removal, and Fault 
Tolerance.

The area of fault forecasting is decisive from the maintenance 
system proposal point of view. RCM is a strong method in 
defining failure consequences (in fact it is recognition that the 
only reason for doing any form of preventive maintenance is not 
in preventing occurrence of failure themselves but in avoiding 
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long evolution and, in principle, by tradition at implementation 
of planned-preventive maintenance system.

Process of monitoring, preparing and delivering vehicles 
into maintenance (at different maintenance levels) has its 
characteristic steps and individual elements, which in modern 
maintenance concepts, and in particular with regards to costs 
priority, do not always mean economically suitable conditions of 
predetermined maintenance itself. 
1. The typical characteristics of currently performed 

maintenance of passenger vehicles are [4]: 
2. Elaborated performance standards, especially at higher 

maintenance levels.
3. Technological routine and periodicity of maintenance actions.
4. Specialisation of workplaces and technological procedures at 

higher maintenance levels.
5. High routine in monitoring of simple indicators for delivery 

into maintenance.
6. Maintenance is not performed in accordance with real 

technical conditions of a railway vehicle and differentially.
7. Operational utilisation (conditions) is not considered at 

railway wagons.
8. Often uselessly vast disassembly of important structural units 

significantly worsen their overall functional stability and 
negatively influence the vehicles reliability.

or at least in minimising failure consequences). However, for 
determination of intervals to maintenance action (maintenance 
tasks schedule) it is necessary to utilise the reliability methods.

2. Maintenance of railway wagons

2.1 Current state of railway personal wagons 
maintenance system

Similarly to manufacture, the maintenance system 
(maintenance types and maintenance strategies) of railway 
wagons has been evolving within the years.

In Table 1 is an example of maintenance cycle of selected 
types of railway passenger wagons after the 5th change that has 
been introduced since the 1st April, 2001. The railway wagons are 
divided into maintenance groups according to the “repair” types. 
Corresponding repair levels, mileages (distance run between 
maintenance interventions) and maintenance cycles are given in 
Table 1.

In the current organisation of preventive maintenance 
of railway vehicles at the Slovak Railway Company (ZSSK) 
according to the valid maintenance regulations the main decision 
criterion is so called mileage (in km) and for certain types of 
wagons also time periods. This approach is based on relatively 

Regulation V66 – Maintenance groups for selected types of wagons [3]  Table 1

Maint. group Wagon type Repair level Mileage (km)

1a
Salon wagons – RIC regime R1 - 12 months

R2 - 48 months
R3 
R4 

50 000
200 000
400 000
800 000

Nw (R4)   R1 R1R1R2   R1 R1R1R3    R1 R1R1R2   R1 R1R1   R4

3 b
Other wagons (except for wagons of group 1 and 2) – 

inland regime for InterCity trains
R1 - 6 months
R2 - 36 months
R3 
R4 

110 000
440 000
1 320 000
3 960 000

Nw (R4)  R1R1R1   R2   R1R1R1   R2   R1R1R1   R3   R1R1R1   R2   R1R1R1   R2   R1R1R1   R3  etc.

4
Four axle wagons of inland regime with speed over120 

km/h (except for wagons of  group1, 2 and 3)
R1 - 6 months
R2 - 48 months
R3 
R4 

100 000
300 000
900 000
1 800 000

Nw (R4)  R1R1   R2   R1R1   R2   R1R1    R3   R1R1   R2   R1R1   R2   R1R1    R4
Legend: Nw – New Wagon
  R1, R2, R3, R4 – Revisions (maintenance/repair level of  1 – 4)
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be concluded that keeping the current state is not realistic and 
economically probably unsustainable. That is why a system change 
aimed at rationalisation and improved maintenance effectiveness 
is necessary. Change of maintenance systems of railway vehicles 
must be based on their increased availability at more effective 
maintenance costs. Proposed transformation change is aimed at 
transition from current predetermined maintenance to predictive 
(reliability centred – condition based) maintenance.

3. Utilisation of theory of reliability 

For utilisation of reliability characteristics in the maintenance 
of railway vehicles, the following questions should be answered:
1. How can the reliability characteristics  be determined?
2. Is there a reason for their determination?
3. Is it reasonable to analyse elements or whole systems?
4. Which reliability characteristics are the most important for 

maintenance? And are some of them meaningful?
5. How, when, where and in what extent should the reliability 

characteristics  be determined?
6. How can the calculations of reliability characteristics  help in 

creation of maintenance systems?

Reliability of the already operated railway vehicles (because 
these are the most important for maintenance) was built-in 
during their design and manufacture phase (inherent reliability). 
Maintenance itself cannot increase these built-in reliability 
properties (but can preserve them).

Creation of maintenance system (based on the reliability 
theory) can be divided into the following steps:
1. Determination of reliability characteristics (by mathematical-

statistical methods).
2. Determination of optimum periods (intervals) of operation of 

components until the planned maintenance action. It is based 
on element’s reliability and costs for planned (preventive) 
and unplanned (corrective) maintenance.

3. Creation of maintenance system. It is based on determined 
times (intervals) between maintenance for elements and costs 
of maintenance [6].

3.1 Statistic and parametric reliability of elements

In the reliability theory we look at failures in a mathematical-
statistical way as random phenomena because we are not able 
to reliably determine in advance the moment of occurrence of 
a failure and its extent because of complexity of phenomena 
related to the failure. Reliability analyses are carried out especially 
in the phase of concept definition, in the phase of designing 
and development and in the phase of utilisation (operation and 
maintenance) on different levels of structure breakdown for 

9. Fixed work of “hard” planned maintenance actions may 
result in ineffective labour costs and overheads.

10. Insufficient personal responsibility of workers for 
maintenance quality and, consequently, for technical 
condition of a railway vehicle.

11. In current financial situation at ZSSK, there is danger of 
not fulfilling the periodicity of maintenance actions given by 
regulations  which deteriorates current technical condition 
of railway vehicles.

2.2 Current state of railway freight wagons maintenance 
system

In Slovakia, a generally accepted maintenance system for 
freight wagons is so called SUNV (Maintenance System of 
Freight Wagons; in Slovak: Systém údržby nákladných vozňov) 
based on the former Regulation V67 [5]. ZSSK Cargo and other 
freight wagons operators have the system of freight wagons 
periodic maintenance based on time considering a specific design 
of a freight wagon type.

The fundamental terms of the maintenance system are as 
follows:
1. “Medium repair N2.1, N2.2, N2.3, N4“ – lower type of 

preventive periodic maintenance with due terms of 2 or  4 
years. The basic scope of maintenance tasks is given in  
chapter 5 of the regulation. The main task is inspection and 
function test of components and functional subassemblies of 
freight wagons. 

2. “Revision repair N8“ – the top level of preventive maintenance 
with due term of 8 years. The basic scope of maintenance 
tasks is given in  chapter 5 of the regulation. The main task is 
revision and/or replacement of components and assemblies. 
There must always be a protocol issued on the regular 
technical check.

3. “Extended due term of periodic repair +3M“ – extended 
operational period by 3 months after due term based on the 
technical inspection. This can be done only on approval of 
wagon’s ECM (entity in charge of maintenance).

4. “Regular technical check“ – technical check carried out in  
compliance with law. The main purpose is the check of actual 
technical state and assessment of technical condition before 
return to operation. Protocol on the technical check can be 
issued only by a competent person.

5. ”Safety inspection“ – technical inspection is carried out in the 
scope given in chapter 5 on freight wagons with 6 months 
delay after medium or revision repair due term or on wagons 
deposited  more than 12 month for the purpose of transport 
into maintenance workshop or physical disposal.

From the analysis of forms, technology and consequences 
of current maintenance of railway wagons in Slovakia it can 
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parameter change with initial value and a velocity of its change 
using a suitable method (Fig. 2). 
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Fig. 2 Model of gradual failure formation (generalised) and 

calculation of reliability R(T)

4. Optimisation model of maintenance intervals

Time, or mileage, to repair can be determined for components 
reliability. To ensure required reliability level, planned preventive 
maintenance actions are carried out after a predetermined mileage 
L (km). For simplifying the mathematical model we assume that 
the duration of maintenance action is short compared to up-time 
(operation without failures). 

Because of carrying out the maintenance, operation time 
of components will have a cut distribution f(l) with mean value 
L

str
 . Value L

str
 depends on the degree of cut, that is, the value of 

selected interval between maintenance L.
Probability of failure of a component during the interval 

L (km), which is the probability of corrective (unplanned) 
maintenance of the component, is

evaluation and estimation of reliability parameters of an item 
(element or system). 

Stochastic reliability models can be determined from the 
detailed knowledge of behaviour of a given set of objects in 
operation. They must provide generalisation of obtained findings 
also on other similar items that were not directly subject of 
investigation. 

Implementation of statistical methods needs the following 
subsystems:
1. System of information collection on operational reliability;
2. System of selection, use and primary analysis of evaluated 

sample of objects;
3. System of quantification of reliability indicators (parameters) 

of elements of objects;
4. System of quantification of object’s reliability as a system;
5. System of consequent technical analysis and implementation 

of obtained knowledge in operation, maintenance etc.

The most suitable theoretical model that optimally characterises 
reliability of engineering products is a Weibull model in particular 
because in its generality it covers virtually most of possible 
function courses of random quantities of items reliability [7] and 
[8]. Weibull distribution function (three-parameter) is expressed 
by equation:

, forF t e t1 0a
t c b

2= - -
-^ ah k  (1)

where:  a > 0 is a scale parameter, b > 0 is a shape parameter, c is 
a location parameter

On this basis 5 fundamental reliability parameters (indicators) 
are defined: failure probability Q(t), reliability probability R(t), 
probability failure density f(t), failure rate λ(t), mean operation 
time to failure T

str
 . In Fig. 1  failure density and failure rate are 

illustrated.
Indicators of parametric reliability are the same as for statistic 

reliability and can be calculated in accordance with the selected 
model of parameter change. For calculations of indicators of 
parametric reliability it is necessary to determine equation of 

 
Fig. 1 Reliability parameters for Weibull distribution function for different b
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we obtain the value of optimum mileage (in km) multiplying M by 
a (scale parameter of Weibul distribution).

Fig. 3 Graph of relative costs M for Weibull probability distribution 
with shape parameter  b = 3.43

5. Reliability Centred Maintenance and ECM

Because of inaccessibility of the data from operation of 
railway vehicles it is not possible to fully use the methods of 
a posteriori reliability for determination of maintenance tasks. 

Both maintenance regulations for railway wagons follow 
the conventional maintenance systems. RCM method takes into 
consideration failure consequences and CONSEQUENCES are 
evaluated as RISK.

Complex definition of RCM is: “Process used to determine 
what must be done to ensure that any physical asset continues to 
do whatever its users want it to do in its present operating context“ 
[2]. When evaluating consequences one of the decisive categories 
is RISK. 

The railway undertakings or the infrastructure managers 
should ensure, through their safety management system, the 
control of all risks related to their activity, including the use 
of contractors. To this purpose, a railway undertaking should 
rely on contractual arrangements involving entities in charge of 
maintenance for all wagons it operates. This could be a contract 
between the railway undertaking and the entity in charge of 
maintenance or a chain of contracts involving other parties, such 
as the keeper. These contracts should be consistent with the 
procedures outlined by a railway undertaking or an infrastructure 
manager in its safety management system, including for the 
exchange of information [9]. 

Risk assessment is a structured approach to assess risks 
associated with the maintenance of freight wagons, including 
those directly arising from operational processes and the activities 
of other organisations or persons, and to identify the appropriate 
risk control measures. 

dlQ L f l
L

0

=^ ^h h#  (2)
 
The probability that a component is working without failure 

during L (km) and will be replaced (or restored) in planned 
maintenance is 

dlR L LQ f l1 1
L

0

= - = -^ ^ ^h h h#  (3)

The task of determination of optimum interval between 
maintenance works leads to determination of such interval L 
between planned (preventive) maintenance in which the total 
costs for keeping objects up-state will be minimum.

We will determine overall costs connected with restoring 
failed components of i-th subsystem during the interval L’ (km); 
for this we will use the designation:

C
N
 – mean value of i-th subsystem in corrective maintenance 

costs  (besides direct costs for repair, the production and other 
induced losses should be included);

C
P
 - mean value of costs of component of i-th subsystem in 

preventive maintenance.
Maintenance costs for intervals L’ (km) will be calculated 

using the formula for calculation of M, that is the mean value 
of costs for restoring  one component of i-th subsystem for 
the interval Lstr (km) in the ratio of costs for preventive and 
corrective maintenance: 
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where: p = C
P
 / C

N
 – ratio of costs for 

preventive and corrective maintenance.  
Condition C

P
 ≤ C

N
 is assumed; then value of p is within the interval 

0 < p ≤ 1.
From (4) it concludes that M is a function of selected interval 

between maintenance L and depends on the type and parameters 
of probability distribution function and also on ratio of costs 
p. For analysis of solution of function M it is necessary to find 
analytical expression for various types (most commonly used) of 
failure probability distribution functions.

For Weibull distribution:
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For analysis of the formula (5) we use a graphic interpretation 
of M = f(ϑe, p, b) in  Fig. 3 for b = 3.43 and for various values 
of p. Optimum interval for maintenance can be found at the 
minimum of the function M. From the minimum of function M 
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Fig. 4 System of risk assessment (adapted from [10])
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3. document the whole process. 
It completes the process of definition of what the design or 

process for customer’s satisfaction should fulfil. 
The FMEA method represents a team work aimed at 

definition of possible failure modes and their consequences. 
Based on experience it is said that by this method it is possible 
to reveal 70 - 90% of failures. Base and purpose of FMEA is 
to exclude, or to acceptable level reduce failures of production 
processes and products during their utilisation by minimising the 
risk number R. Risk number R is given by multiplication of failure 
occurrence probability ranking Z, severity of failure consequences 
V and probability of preventive failure detection D:

R = Z * V * D (6)

At the Department of Transport and Handling machines we 
have been using FMEA process supported by software tool IQ 
RM PRO 6. Structured risks of a freight wagon created by this 
program are shown in Fig. 5.

6. Conclusions

Trends to minimise risk in railway operation are among the 
most important topics in Europe. European commission through 
its regulation Commission Regulation (EU) No 445/2011 
intends to improve safety of railway, especially freight transport 

Complex process of risk assessment is shown in Fig. 4. This 
process can be applied in general as well as for risk assessment of 
freight wagons [10].

The organisation must have procedures for:
1. analysing risks relevant to the extent of operations carried 

out by the organisation, including the risks arising from 
defects and construction non-conformities or malfunctions 
throughout the lifecycle;

2. evaluating the risks referred to in point (a);
3. developing and putting in place risk control measures.

The organisation must have a procedure to regularly collect, 
monitor and analyse relevant safety data, including:
1. the performance of relevant processes; 
2. the results of processes (including all contracted services and 

products); 
3. the effectiveness of risk control arrangements; 
4. information on experience, malfunctions, defects and repairs 

arising from day-to-day operation and maintenance. 
For solutions within RCM, a FMEA method (Failure Mode 

and Effect Analysis (FMEA) is used, which in RCM is formalised 
as RCM information and RCM decision form. 

The FMEA is a systematic set of actions carried out with the 
purpose to:
1. identify and evaluate possible failure of a product/process and 

consequences of this failure,
2. determine measures that would reduce probability of creation 

(occurrence) of possible failure,

Fig. 5 Risks of a freight wagon (example)
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Theoretical methods of risks assessment presented in the 
paper are base and tool for analysis in real practice and consequent 
improvement of operational safety of freight wagons. Freight 
wagons operators have to realise the importance of safe operation, 
though demanding more efforts, costs and enhancements in 
maintenance, but this should be balanced by reduced number of 
accidents. Consequences of accidents in railway freight transport 
are mostly very costly and their prevention is worth searching for 
improvements. 

by creating system of certified ECMs (Entities in Charge of 
Maintenance) that are fully responsible for performing all 
maintenance functions properly. The Department of Transport 
and Handling Machines, University of Zilina, was recognised as 
an ECM certification body.  It has audited and certified most of 
the railway freight wagons operators in Slovakia. Generally, it can 
be concluded that the certification process forced the rolling stock 
maintenance operators to review their approach to risks and to 
start new thinking of risk management.
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1. Introduction

Biomass is continuously gaining interest as a sustainable 
energy resource that is available in many forms and can be 
obtained from different sources [1]. With further development, 
utilization of bioenergy can be expanded to meet the increasing 
energy demands, reduce the carbon dioxide emissions and global 
warming, with the benefit of urban and rural wastes disposal 
[2]. Currently, biomass combustion still remains the dominant 
technology for heat and power production [3].

The use of biomass may be connected with problems and 
limitations. One of these is ash from biofuel which may cause various 
problems during combustion processes in heating devices [4].

1.1. Ash related problems during biomass combustion

Biomass consists of combustible substance, ash and water 
[5]. Combustible substance is the part of fuel which releases heat 
by oxidation, i.e., energy is chemically bound in fuel [6]. Ballast 
of fuel consisting of ash and water is an undesirable proportion 
of the fuel [7].

Fuel ash is a result of the reaction of minerals presented in 
biomass. Minerals and other different substances which form ash 
got into biomass during growth. Ash is a solid residue resulting 
from the perfect laboratory combustion of fuel. It is composed 

of minerals that are present in the fuel. In published works [3], 
[8] and [9] it was found out that silicon, aluminum and iron 
reach the highest concentration of diversity to make up the ash 
biomass. Chemically, the ash from biomass is mainly composed 
of a mixture of oxides of inorganic elements K

2
O, Na

2
O, CaO, 

MgO, Fe
2
O

3
, Al

2
O

3
, SiO

2
, P

2
O

5
 [10]. Amount of ash depends 

on combustion conditions [11]. The presence of ash forming 
elements of biomass is the result of chemical processes, intake 
of minerals from the soil and method of biomass transportation. 
Some of these elements are necessary for plant growth [12]. 
Constituent parts of ash biomass are divided into macronutrients 
(potassium, calcium, magnesium, phosphorus and sulphur) 
and micronutrients (iron, manganese and chlorine). Silicon, 
aluminum and sodium are essential for plant growth [13]. 

Ash in biofuel can avoid heat transfer in heat exchangers, 
which can cause corrosion of heat transfer surfaces. When using 
biofuels it is necessary to monitor content of potassium, sodium, 
sulfur, chlorine and their compounds because during burning they 
create a molten phase in which the ash particles become sticky and 
adhere to the heat exchange surface [14]. During combustion of 
certain types of plant biomass, such as straw, whole plant cereals 
and hay, the temperature in the combustion chamber ranges 
from 800 to 900 ° C, which exceeds the melting temperature 
of these fuels. They are, therefore regarded as technically 
complicated combustible fuels [12]. Maintaining the temperature 
in the combustion chamber under the ash melting temperature 
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• Kaolin - is a white or light-colored unpaved sedimentary 
rock, formed mostly by decomposition of rocks rich in 
feldspar. The main ingredient is clayey mineral kaolinite - 
Si

2
Al

2
O

5
(OH

4
) which makes up 80% of its capacity.

• Talc - is a white mineral composed of hydrated magnesium 
silicate with the chemical formula H

2
Mg

3
(SiO

3
)

4
 or 

Mg
3
Si

4
O

10
(OH)

2
.

• Limestone - or calcium oxide (CaO) is a white, caustic, 
alkaline crystalline solid at room temperature [17].

• Lime - is a sedimentary rock composed largely of the minerals 
calcite and aragonite which are different crystal forms of 
calcium carbonate (CaCO

3
).

• Dolomite - is a carbonate mineral composed of calcium 
magnesium carbonate CaMg(CO

3
)

2
. The term is also used to 

describe the sedimentary carbonate rock dolostone. 
• Bentonite - is an absorbent aluminum phyllosilicate, 

essentially impure clay consisting mostly of montmorillonite. 
There are different types of bentonite, each named after the 
respective dominant element, such as potassium (K), sodium 
(Na), calcium (Ca), and aluminum (Al). For the purpose of 
this paper Al – bentonite was used.

2.1. Methodology of sample preparation

Pelletizing was chosen to provide good distribution of 
additive in biofuel. Pellets production is a complex process in 
which the starting material must meet certain conditions [18]. It 
cannot contain undesirable objects. The biggest size of sawdust 
fraction must be smaller than a diameter of holes in the matrix of 
pellet mill [19]. The humidity of input material should be around 
15%. Manufactured pellets must be cooled and stored properly. 

In the laboratory of the University of Zilina an experimental 
device for pelletizing has been designed and implemented. The 
device consists of an input material tank (in which biomass for 
production of pellets is delivered), a crusher (which crushes 
material to fractions of size max. 4 mm in accordance with the 
recommendations in [3]), a crushed material tank (where the 
crushed material is temporarily stored), a dryer (where wet 
material is dried for optimal humidity), a mixing machine with 
capacity of 50 dm3 (where dried material is mixed with water 
to relative humidity of about 15 – 20 % in accordance with the 
recommendation in [11] and an additive in amount of 2 %), 
a pellet mill with capacity of 70 – 100 kg.h-1 (where the material 
prepared from biomass is pressed to pellets), a cooler and a duster 
with fan (final product - pellets are cooled to room temperature 
and dusted), and a produced pellets tank (where pellets are 
temporarily stored before packing).

18 samples of pellets with 2 % addition of various additives 
from 3 different biomass fuels and 3 samples without additives 
were made– reference samples (wood pellets, miscanthus pellets 
and straw pellets).

(AMT) and avoiding the formation of sinter deposits and slags 
is quite a complex task. Nevertheless, it is possible to control the 
combustion temperature at least within certain limits so that the 
formation of sediments and sinters is significantly limited [15].     
Sometimes it is not possible to do constructional modifications. 
Then, a possible solution to the low AMT of biomass may be 
the use of additives to the fuel during its production or before its 
combustion. Additives change the chemical composition of ash, 
which causes the change in AMT. 

1.2. The aim of the article

The article deals with the chemical composition of biomass 
ash changed by the use of various additives and with their 
influence on AMT. In the next part of the article a method for the 
prediction of biomass AMT is proposed. The input parameters 
are weights and chemical compositions of potential biofuel and 
additive. 

2. Use of additives to increase biomass ash melting 
temperature

2.1. Materials 

3 different types of basic biofuels were used:
• Spruce wood – relative humidity is 10 %, calorific value is 

16,47 MJ.kg-1. Chemical composition: 49.84 % C, 6.03 % H
2
, 

43.2 % O
2
, 0.12 % N

2
, 0.01 % S, 0.005 % Cl. 

• Miscanthus giganteus - relative humidity is 10 %, calorific 
value is 15,72 MJ.kg-1. Chemical composition: 46.66 % C, 
5,84 % H

2
, 41.7 % O

2
, 0.74 % N

2
, 0.15 % S, 0.22 % Cl. 

• Wheat straw - relative humidity is 12 %, calorific value is 15,12 
MJ.kg-1. Chemical composition: 45.64 % C, 5.96 % H

2
, 42.4 % 

O
2
, 0.73 % N

2
, 0.082 % S, 0.19 % Cl.

Calorific value of biofuels samples was determined by tests 
with using of calorimeter LECO AC 500. Chemical compositions 
of samples were determined in external accredited laboratory. 
Values of chemical composition are reported for water – free 
combustible part of samples.

2.1. Used additives

An additive is a substance (ingredient) added to some 
material (product) in order to improve some of its properties [5]. 
In practice, it usually happens that when some characteristics 
are improved, some deficiencies begin to appear. It is, therefore 
necessary to analyze the effects of each used ingredient on fuel 
properties. In compliance with the recommendations in [16], 6 
types of additives were used:
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3.2. Chemical composition of ash

Chemical compositions of ash were determined using 
inductively coupled plasma with atomic emission spectroscopy 
(ICP-AES) in an off-campus laboratory. The sample was melted 
to meet the required elements. The ICP-AES analysis requires 
adhibition of elements to be analyzed in argon plasma induced 
by high frequency where the temperature ranges from 8000 to 
10000 °C. The sample in aerosol form was put into the plasma 
where it was excited. Each excited particle of an element emits 
a characteristic spectrum of light (qualitative analysis) which is 
captured by the optical system of the spectrometer and further 
processed electronically. The intensity of the emitted radiation 
is directly proportional to the amount of this element in the 
sample (quantitative analysis). Amounts of silicon dioxide (SiO

2
), 

calcium oxide (CaO), magnesium oxide (MgO), aluminium oxide 
(Al

2
O

3
) and potassium oxide (K

2
O) were determined. 

Resulting value of SiO
2
, CaO, MgO, Al

2
O

3
 and K

2
O amount 

was determined by averaging 2 measurements for each sample. 

 
4. Results of experiments

Table 1 shows average values of AMTs and amounts of SiO
2
, 

CaO, MgO, Al
2
O

3
 and K

2
O.

The results in Table 1 show that addition of some additives 
can change chemical composition of ash and increase AMT. The 
increase of AMT can help reduce problems with ash sintering 
during combustion of some types of biofuels. 

3. Methods of experiments

The AMTs and chemical compositions of ash for selected 
samples were experimentally determined on the basis of results 
in [3]. 

3.1. Ash melting temperature

AMT of produced samples was determined on the basis of 
standard STN ISO 540. Meltability of ash is characterized by 
the physical state of the ash occurring during the heating process 
under well-defined conditions in the furnace [20]. The following 
temperatures were monitored during the melting of ash:
1. Shrinkage temperature (ST) – is the temperature at which 

first symptoms of rounded edges or the edges of the test 
specimen occur due to melting.

2. Deformation temperature (DT) – is the temperature at which 
the edges of the test specimen are completely rounded, 
without changing the amount.

3. Hemisphere temperature (HT) – is the temperature at which 
the test specimen creates a hemisphere, the amount of which 
is equal to about half the base.

4. Flow temperature (FT) - is the temperature at which the 
ash spreads on a base to such a layer whose amount is 
approximately one third of the test specimen at the melting 
temperature.
Resulting value of AMT was determined by averaging 2 AMT 

measurements for each sample.

Average values of AMTs and amounts of SiO
2
, CaO, MgO, Al

2
O

3
 and K

2
O     Table 1

Sample ST [°C] DT [°C] HT [°C] FT [°C] SiO
2 
[%] CaO [%] MgO [%] Al

2
O

3 
[%] K

2
O [%]

Wood (reference) 1170 1212 1219 1231 49.5 19.84 4.0 5.67 7.76

Wood + kaolin 1283 1302 1324 1416 29.84 9.47 1.59 20.41 3.2

Wood + talc 1258 1310 1355 1458 25.76 8.74 16.82 2.58 2.82

Wood + lime 1302 1362 1416 1482 8.19 67.3 5.22 2.25 2.36

Wood + limestone 1318 1354 1424 1517 8.59 49.91 5.44 2.32 2.94

Wood + dolomite 1361 1452 1560 1638 8.37 38.13 18.35 2.08 3.25

Wood + bentonite 1129 1157 1187 1377 42.26 9.65 4.89 13.13 3.49

Miscanthus (reference) 940 980 1170 1190 54.4 4.7 2.72 0.22 20.37

Miscanthus + kaolin 1187 1215 1238 1319 33.79 9.25 1.85 19.81 8.36

Miscanthus + lime 1171 1231 1240 1268 17.34 14.88 3.87 0.25 4.95

Miscanthus + dolomite 1131 1189 1218 1250 21.38 11.8 8.23 0.31 6.05

Straw (reference) 915 941 1111 1226 64.3 5.4 1.8 0.3 17.0

Straw + kaolin 1146 1227 1261 1337 47.18 5.78 2.31 21.34 10.76

Straw + lime 1193 1223 1240 1280 38.93 18.51 4.56 0.42 9.41

Straw + dolomite 1111 1133 1165 1235 38.32 10.5 7.94 0.51 10.19

Straw + bentonite 1003 1142 1217 1318 43.76 5.60 3.67 11.74 8.59
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% %m m A mMgO MgOfuel d adit aditMgO $ $ $= +    (4)

% %m m A O m A OAO fuel d adit aditAl 2 3 2 32 3 $ $ $= +   (5)
where m

fuel
 [g] is the weight of biofuel, A

d
 [%] is the ash content in 

biofuel (in accordance with STN EN 14775), %(SiO
2
, CaO, K

2
O, 

MgO, Al
2
O

3
) [%] is the amount of SiO

2
, CaO, K

2
O, MgO, Al

2
O

3
 

in biofuel ash, m
adit

 [g] is the amount of used additive, %
adit

(SiO
2
, 

CaO, K
2
O, MgO, Al

2
O

3
) [%] is the amount of SiO

2
, CaO, K

2
O, 

MgO, Al
2
O

3
 in used additive. 

To increase the accuracy of the mathematic model the 
following 3 factors were created:

Dolomite index (D
IXm

) - determines the weight proportion of 
dolomitic compounds (CaO and MgO) to the sum of the amounts 
of SiO

2
, CaO, K

2
O, MgO and Al

2
O

3
 in biomass ash

D m m m m m
m m

IXm
SiO CaO K O MgO Al O

CaO MgO

2 2 2 2

= + + + +
+

 (6)

Factor CMK - the ratio of the sum of CaO and MgO weight 
content to K

2
O weight content in biomass ash

f m
m m

CMKm
K O

CaO MgO

2

=
+

 (7)

Factor PH - the ratio of the weight sum of basic (CaO, K2
O, 

MgO) and acidic (SiO
2
, Al

2
O

3
) compounds in biomass ash

f m m
m m m

PHm
SiO Al O

CaO K O MgO

2 2 3

2= +
+ +

   (8)

The equation for AMT (ST, DT, HT, FT) prediction under 
reducing atmosphere is:

t b b m b m b m b m

b m b D b f b f5

S O CaO K O MgO

Al O IXm CMKm PHm

i0 1 2 3 4

6 7 8

2 2

2 3

$ $ $ $

$ $ $ $

= + + + +

+ + + +

+
 (9)

Constant b0
 [°C], the regression coefficients b

1
 - b

8
 [°C], 

standard deviation σ and correlation index R for prediction of 
AMT of ST, DT, HT and FT are illustrated in Table 2.

The highest AMT of spruce wood was achieved by adding 2 % 
of dolomite where ST was higher by 16.3 %, DT higher by 19.8 %, 
HT higher by 27.9 % and HT higher by 33.1 % in comparison with 
the reference sample. The addition of kaolin had the most positive 
impact on the AMT of miscanthus giganteus or wheat straw; the 
AMT increased on average by 15.9 % or by 18.6 %, in comparison 
with the reference sample. 

In terms of chemical composition of biomass samples it 
can generally be argued that the higher amount of CaO and 
MgO at the expense of the lower amount of SiO

2
 and, mainly, of 

K
2
O (probably the most negative compound in terms of AMT), 

increases the AMT of some types of biofuels. 

5. Mathematical model for prediction of biomass  
ash melting temperature using additives

To obtain a correlation for calculating biomass AMT, the 
proposed mathematical model uses a multiple linear regression 
[3] which examines the relationship between several variables. It 
was necessary to choose the method of least squares to minimize 
the sum of squares of residues. The proposed mathematical model 
was inspired by works [16], [21], [22] and [23].     

Inlet values are weight contents of SiO
2
, CaO, K

2
O, MgO 

and Al
2
O

3
 in a basic biofuel (for example, spruce wood) and 

weight contents of SiO
2
, CaO, K

2
O, MgO and Al

2
O

3
 in an added 

additive (for example, dolomite). Weight contents of compounds 
in biofuel with additive are calculated:

% %m m A SiO m SiOSiO fuel d adit adit2 22 $ $ $= +   (1)

% %m m A mCaO CaOfuel d adit aditCaO $ $ $= +   (2)

% %m m A O m K OKO fuel d adit aditK 2 22 $ $ $= +    (3)

Regression coefficients for prediction of AMT  Table 2

Coef. Indication. Variables DT ST HT

b0 constant 1093.191937 1099.834412 1128.7016 1194.585516

b1 m
SiO2 -3.081022249 1.329223672 1.49702109 10.10272854

b2 m
CaO 6.65923753 3.406691792 -6.680170818 -11.02965381

b3 m
K2O -14.91887671 -25.57010491 -5.184487742 -32.62187073

b4 m
MgO 0.579373798 -1.277753798 -4.628135914 -2.346833511

b5 m
Al2O3 12.62898213 13.44301574 7.58442836 5.377643061

b6 D
IXm 385.3944151 488.614852 379.7246862 238.4313286

b7 f
CMKm -1.420007209 -2.563995809 2.022658794 7.698079425

b8 f
PHm -22.44450524 -15.34711914 10.89210758 19.24253498

σ [°C] 58.83 53.13 55.87 69.30

R 0.915 0.934 0.905 0.882
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The high accuracy of the model is also confirmed by Fig. 
1 which compares the real values of biomass AMT gathered 
from experimental measurements with those obtained from the 
mathematical model. 

6. Conclusion

The use of additives can be a highly interesting and effective 
way how to solve problems arising from combustion of biofuels 
with low ash melting temperature. Based on the above mentioned 
results we can argue that the addition of dolomite and kaolin 
increased most significantly the AMT of tested biofuels. It was 
caused by the change in chemical composition of biofuel ash. 
Empirical equations in the proposed mathematical model were 
derived from the AMT values gathered in reducing atmosphere. 
The mathematic model can be used with a small standard 
deviation for various types of biofuels with various ash chemical 
compositions. It can also be used for prediction of AMT biomass 
with addition of various types of additives with known chemical 
composition. The proposed mathematical model can help to 
choose a suitable additive for combustion of problematic biomass 
in practice. 
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Calculated values of ash melting temperatures obtained 
using the equation (9) together with the correlation coefficients 
in Table 2 are very accurate because the standard deviation 
σ of all biomass ash melting temperatures is lower than 70 ° 
C, which is below the limit value of the reproducibility of the 
experiment (STN ISO 540). High accuracy of the mathematic 
model confirms high levels of correlation index R exceeding the 
value of 0.9, except for one temperature (HT determination, R 
= 0.882). In comparison with a similar mathematical model in 
[22] the proposed mathematical model for AMT prediction is 
very accurate.

Fig. 1 Comparison of AMT from experiment and predicted AMT
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1. Introduction

On the basis of this comparison where equalities were gained 
[1 and 2] in calculated and modelled results, models were created 
in the programme Ansys-Fluent for”n“ horizontal pipes one above 
another. 

Data from this program and famous criterion equation for 
one pipe were used to create criterion relation to calculate Nusselt 
number [3 and 4] for”n“ pipes one above another. A criterion 
relation for calculating Nusselt number according to Morgan [5 
and 6] will be used on the basis of analyses of heat transfer of one 
horizontal pipe. 

To deduce criterion relation, calculated data were evaluated 
and modified for mathematical processing of results. The creation 
of criterion equation came out from the approximation of a space 
curve formed from modified modelled data with the help of CFD. 
The least squares fitting method was used. A linear model of 
criterion equation for “n” pipes one above another was created.

2. Simulations

The aim of analysis of temperature and stream fields of”n“ 
pipes one above another at natural convection is to create 
a criterion equation on the basis of which a heat output of 
heat transfer from pipe oriented areas above each other with 

given spacing could be quantified. At present a sum of criterion 
equations exists for simple geometrical shapes of individual 
oriented geometrical areas but the criterion equation which 
would consider interaction of fluxional field generated by free 
convection from multiple oriented areas is not mentioned in 
standardly accessible technical literature and other magazine 
publications. Creation of criterion equation for calculation 
of heat output is significant for quantification of heat outputs 
calculations of geometrically more complicated heat transfer 
areas in engineering practice and, furthermore, for optimization 
of processes such as schemes of pipe heat bodies and many other 
applications in technical practice that are related to heat transfer 
by free convection [7, 8 and 9]. 

The process of finding a new criterion equation for above 
mentioned geometries was carried out on the basis of numerical 
experiment by simulation of heat transfer for various thermo-
kinetic and geometrical parameters of pipe alignment one above 
another.  Some simulations were verified by measuring the output 
of real pipe system in a specialized thermostatic chamber. Used 
numeric model of CFD method was validated in this way.

Simulations of ten pipes one above another with the diameter 
of 27mm at a wall temperature 30°C, 45°C, 60°C, 75°C, 90°C, 
105°C and at a surrounding temperature 20°C were carried 
out in order to put together criterion relation for”n“ pipes one 
above another at natural convection on the basis of calculations 
in the programme Ansys – Fluent, Fig. 1. Heat output of pipe 

CRITERION EQUATIONS OF HEAT TRANSFER FOR „N“ 
HORIZONTAL PIPES ONE ABOVE ANOTHER AT NATURAL 
CONVECTION IN LINEAR METHOD OF APPROXIMATION
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of placing system of pipes into nondimensional space) to visualize 
temperature fields as well as to calculate output characteristics. 
To simplify calculations and due to the geometry of pipes, a 2-D 
model of heat transport calculation from horizontal pipe with 
given parameter for spacing of ten horizontal pipes could be used 
Fig. 2.

In the next step a computing grid with higher density around 
pipes was created in the subsystem of the programme Ansys 
in order to receive better accuracy of calculations of output 
characteristics of natural convection of horizontal pipes - Fig. 
2. After the creation computing mesh with higher density of 
meshing around the tubes [Fig. 3] the model was imported into 
computing module Fluent where 2-D calculation model was 
chosen [11 and 12].

Similar boundary conditions for calculation were entered in 
the programme Fluent:
• unsteady model (because of instability of streaming), 
• laminar model of streaming (results from the calculation of 

Rayleigh number of similarity theory where the critical value 
for laminar streaming is Ra

krit
 = 109), 

• temperature of pipe´s walls – given as parameter, 
• limiting control area for natural convection analysis was 

entered as ”pressure outlet“ with given temperature of 20°C, 
which means T∞ = 20°C, 

• gravity acceleration 9.81m.s-2, 
• Boussinesq model for calculation of air density, which 

is useful for natural convection (according to the Fluent 
publication), 

• under-relaxation factors except for energy and pressure, they 
decreased  by half (according to the Fluent publication).
A nonstationary model was selected (unsteady model) which 

is suitable for calculation of a free convection from more 
complicated shapes of heat exchange areas [13 and 14].

Fig. 3 Computing grid vertical plate and its surrounding

system with this diameter was measured also in the thermostatic 
chamber. 

The modelling of heat transport from ten horizontal pipes 
in the programme Ansys 13 - Workbench was carried out in the 
analysis system Fluid Flow (Fluent) [10]. 

Fig. 1 The basic scheme of calculation 

Fig. 2 The geometry of ten pipes one above another and its surrounding 

Figure 1 shows a basic scheme of the way of analyzing the 
heat transfer by natural convection from ten horizontal pipes in 
the air. Primarily, it would be necessary to create a geometry of ten 
horizontal pipes together with the surrounding of pipes (a model 
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Heat outputs of ten horizontal pipes at a surrounding temperature 
20°C and pipe´s wall temperatures 30-105°C Table 1

S/D 30°C  
Q [W]

45°C  
Q [W]

60°C  
Q [W]

75°C  
Q [W]

90°C  
Q [W]

105°C  
Q [W]

1.05 24.85 82.89 154.57 236.19 325.90 422.60

1.4 31.10 104.23 195.98 301.18 417.07 542.27

1.5 32.77 109.62 205.81 316.77 439.31 572.34

1.75 36.16 121.58 227.12 350.48 485.04 630.22

2 39.28 133.23 248.62 382.10 527.49 684.03

2.5 45.85 159.93 293.44 457.82 621.90 805.44

3 51.24 176.65 350.63 518.94 727.33 937.22

3.5 54.87 192.42 363.47 561.12 764.37 974.49

4 58.95 210.29 403.87 618.16 848.46 1089.57

4.5 58.81 202.40 384.76 585.91 795.60 1015.09

5 63.77 224.60 432.04 655.66 900.33 1165.18

7.5 62.18 231.60 449.60 671.39 923.33 1192.95

10 58.46 240.45 464.92 716.46 983.14 1284.73

15 52.40 212.25 464.09 727.93 1025.62 1361.48

20 51.25 16.91 397.70 715.66 1010.09 1306.05

25 50.17 158.99 299.56 562.64 932.84 1281.74

30 50.11 158.30 287.23 434.69 625.30 839.26

35 50.05 158.28 287.22 434.50 600.12 838.00

By further increase of S/D the heat transfer at natural 
convection intensifies by reciprocal influencing of individual 
pipes. Furthermore, streaming gets nonstationary on upper pipes 
that are the most influenced ones. By further increase of S/D the  
reciprocal interaction of pipes is being decreased which causes 
decreasing of heat output at natural convection till such  S/D 
ratio is achieved where pipes are not being influenced at all and 
no other change of heat output at natural convection occurs. 
As evident from these analyses and from Fig. 5, it is possible to 
divide the process of heat transport at natural convection from”n“ 
pipes in four output areas. The area one is characterized by huge 
increase of heat output at natural convection. 

Fig. 5 Heat outputs of ten horizontal pipes at a surrounding 
temperature 20°C and pipe´s wall temperatures 30-105°C

Fig. 4 Process of computing in programme  
Ansys-Fluent

3. Criterion relation

Calculation of heat output (Fig. 4) was carried out after 
entering boundary conditions and after configuration of 
parameters for parametric analysis where eighteen spacings”S“ 
in vertical direction were stated. When pipe´s wall temperature 
was entered in the programme Fluent as another parameter, 
automatically another column was generated in which it was 
possible to change temperature values. When selecting the 
”Updatealldesign point“, the programme automatically recounts 
all the entered calculation values and writes defined outgoing 
parameters from the Fluent code into another column.  In 
this case a heat output was used as outgoing parameter. Such 
analyses were carried out for more temperatures, namely, for 
wall temperatures 30°C, 45°C, 60°C, 75°C, 90°C and 105°C. 
Heat outputs of ten horizontal pipes at these temperatures are 
shown in Table 1 and in graph 1 where except for spacing a new 
parameter for calculating the output S/D was given. The pictures 
show reciprocal interaction of individual pipes where at minimum 
spacing (for the dimensionless parameter S/D = 1) the pack of 
pipes behaved similary to a vertical panel After following increase 
of S/D the interaction was expressed not only at increasing heat 
output Fig. 5, but also at creating temperature fields and at stream 
character.  As also seen in these pictures Figs. 6 - 11 the streaming 
process at lower parameters S/D is relatively stable, stationary, 
where a fine waving occurs only at the end of the reach of the 
air [15].
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Fig. 8 Temperature fields of ten horizontal pipes with the diameter 
27 mm, with given ratio S/D 2.5 and surrounding temperature 20°C

Fig. 9 Temperature fields of ten horizontal pipes with the diameter 
27 mm, with given ratio S/D 2.5 and surrounding temperature 20°C

 
Fig. 6 Temperature fields of ten horizontal pipes with the diameter 

27 mm, with given ratio S/D 1.05 and surrounding temperature 20°C

An insignificant increase is present in area two. In area three 
decreasing of heat output occurs because of the influence of 
interaction decrease.  Area four is characterized by constant heat 
output which means that individual pipes are not being influenced. 
The pipe´s wall temperature and the surrounding temperature 
have a very big influence on a clear definition of borders of these 
four areas which will be defined by non-dimensional temperature 
T∞/Ts when searching for a suitable criterion relation.

Fig. 7 Temperature fields of ten horizontal pipes with the diameter 
27 mm, with given ratio S/D 1.05 and surrounding temperature 20°C
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Multiple article C and exponent n   Table 2

Ra
d

C n

10-10-10-2 0.675 0.058

10-2-102 1.02 0.148

102-104 0.85 0.188

104-107 0.48 0.25

107-1012 0.125 0.333

Table 2 shows C and n exponent in Ra changes. It is necessary 
to evaluate calculated data or to modify them for mathematical 
processing of results to be able to deduce criterion relation. 
More variants for creation of given equation were analysed 
while analysing and processing data in order to put together 
criterion equation. As mentioned above the heat output at natural 
convection from”n“ horizontal pipes depends on ratio S/D (non-
dimensional spacing) as well as on T∞/Ts. This implies that the 
searched functional dependency will have a shape of functional 
dependency of space area. Fig. 12 shows functional dependencies 
of Nusselt number of pipe bundle which was calculated from 
general relation for calculating Nu number  

Nu
L
1Dzv m

a
= 6 @ (2)

Fig. 12 Process of ratio Nu depending on spacing, pipe´s wall 
temperature 30°C-105°C and surrounding temperature 20°C

As it is necessary to find the dependency of Nusselt number 
of “n“ horizontal pipes one above another (Nu

Dzv
= Nu

d
*f(S/

D,T∞/T
s
)) the data were calculated and Fig. 13 was created. As 

seen in the graph it would be very difficult to create a functional 
dependency for such an area and created functional dependency 
would show a significant mistake. For that reason it was necessary 
to bring some physical dependency into this problem. By dividing 
of Nu

Dzv 
by conjunction of Nu

d
 (Nu of one pipe), using parameter 

S/D and parameter T∞/T
s
 we got data from which Fig. 14 and 3-D 

graph of space area were created.  It is evident from these graphs 
that the functional dependency has an exponential character. On 

Fig. 10 Temperature fields of ten horizontal pipes with the diameter 
27 mm,  with given ratio S/D 4.5 and surrounding temperature 20°C

Fig. 11 Temperature fields of ten horizontal pipes with the diameter 
27 mm, with given ratio S/D 4.5 and surrounding temperature 20°C

A criterion relation for calculating Nusselt number according 
to Morgan will be used on the basis of heat transfer analyses of 
one horizontal pipe:

Nu
d
CRa 1d d

n\
m

= = 6 @ (1)
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Creation of criterion equation comes out from previous 
analysis of data and their following processing which results in 
the conclusion that the final criterion equation will be as follows

Nu fNu D
S
T
T

D
S
T
T

Dzv d
S S
$$ $ $= 3 3a k

We demand that the final curve or area is continuous and as 
well as possible approximated points of empiric polygon which 
is given by calculated data. This approximation is necessary for 
defining the process of an event for any argument value and it 
is used for quantification of physical-technical relations. While 
creating criterion equation at approximation, we will use the least 
squares method for the function of two variables  

,f D
S
T
T
S

3a k

To create functional dependency it is necessary to choose 
approximate basis functions which highly influence the correctness 
of results. For the function of two variables in general a higher 
number of elements is necessary than for the function of one 
variable. As the result of these facts we see big equation systems at 
approximation of the function with two variables and the question 
of solution stability regarding round-off errors can be brought to 
the forefront. For the approximation of the area as seen in Fig. 15, 
we used three methods namely a linear model, non-linear model 
and interpolation approach – using cubic splines.

Linear model:

This model was proved good for the interval D
S

, which is 

divided in four parts where we chose for basic functions the 

conjunction of powers ,T
T

D
S

3
S
$ #a b+3

a ba ak k . This means 

that the final polynomial of two variables was of a third degree 

and the number of basic functions was n=10. A good compromise 

was gained between the simplicity of basis functions and the total 

degree of polynomial. A low degree of polynomial suppresses the 

inclination of polynomial approximation to parasitic oscillations 

and this would completely devalue the results. The relative error 

of this polynomial model to enter data was in given intervals up to 

8% which can be considered as a very good result [16].  Constants 

of the equation for each interval are shown in Tables 3, 4, 5 and 6.

The approximation equation is as follows

,f T
T
D
S

y c x c x y c xy c y

c c x c y c x c xy

c
S

1 2 3 4 5

6
2

7
3

8
2

9
2

10
3

2

+ + + +

= + + + + +

+

3a k
 (4)

where we identify

,x T
T
y D
S

S
= =3  (5)

the basis of these analyses the final criterion equation will be as 
follows:

Nu fNu D
S
T
T

D
S
T
T

Dzv d
S S
$$ $ $= 3 3a k (3)

Fig. 13 Process of ratio Nuzv/Nud depending on spacing, pipe´s wall 
temperature 30°C-105°C and surrounding temperature 20°C

Fig. 14 Process of ratio Nuzv/(Nud.S/D.T∞/Ts) depending on S/D,  
pipe´s wall temperature 30°C-105°C and surrounding  

temperature 20°C

 
Fig. 15 Process of ratio Nu

zv
/(Nu

d
.S/D.T

∞
/T

s
 )  

depending on S/D a T
∞
/T

s
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The final criterion equation for Nusselt number of ”n“ pipes 
one above another will be as follows:

Nu Nu D
S
T
T
c c x c y c x

c xy c y c x c x y c xy c y

Dzv d
S

1 2 3 4
2

5 6
2

7
3

8
2

9
2

10
3

$ $ $= + + ++

+ + + + ++ +

3 ^
h

 (6)

Where x is T
T
S

3  and  y is  D
S

.

4. Conclusion

The article deals with the topic of heat transfer from oriented 
heat exchange areas in relation to creating a criterion equation 
for ”n“ horizontal pipes one above another. On the basis of 
this comparison where equalities were gained in calculated and 
modelled results, models were created in the programme Ansys-
Fluent for ”n“ horizontal pipes one above another. 

As mentioned above the heat output at natural convection 
from ”n“ horizontal pipes depends on ratio S/D (non-dimensional 
spacing) as well as on T∞/Ts. In creating the criterion equation 
was used in approximation the least squares method.  To create 
functional dependency it was necessary to choose suitable basic 
functions which highly influence the correctness of results.

In the near future we want to simplify these equations and 
check their functionality in all extensity. For this verification 
we proposed a new measurement and evaluation state in 
a thermostatic chamber where will be every pipe made from 
electric spiral. These spirals will be separately connected to a DC 
source of electrical power.
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Constants of the equation . ;D
S
2 1 05 51 2!   Table 3

c1 c2 c3 c4 c5

6.4978 -17.0293 -0.6537 17.8059 1.0878

c6 c7 c8 c9 c10

0.0173 -6.6608 -0.5758 0.0042 -0.0017

Constants of the equation ;D
S
2 5 151 2!   Table 4

c1 c2 c3 c4 c5

8.7138 -26.6054 -0.2258 31.6232 0.0074

c6 c7 c8 c9 c10

0.0176 -12.985 0.0594 -0.0043 -0.0004

Constants of the equation ;D
S
2 25151 2!  Table 5

c1 c2 c3 c4 c5

18.8068 32.406 -4.3318 -32.772 -0.4562

c6 c7 c8 c9 c10

0.2303 10.4933 0.2714 0 -0.0038

Constants of the equation ;D
S
2 5 3521 2!       Table 6

c1 c2 c3 c4 c5

24.8859 -9.2346 -2.1961 1.2677 0.4729

c6 c7 c8 c9 c10

0.0662 1.1953 -0.1222 0.004 -0.0007

Relevant calculations of this linear polynomial model are 
carried out in the Matlab.
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1. Introduction

Heat pipes can be used to enhance the amount of heat 
transfer. Since heat transmitted through a heat pipe is based on 
phase change, it can be pointed out that using a heat pipe with 
similar dimensions of a solid metal pipe, larger amounts of heat 
transfer will be obtained [1]. Due to the two-phase characteristics, 
the heat pipe is ideal for transferring heat over long distances with 
a very small temperature drop and for creating a nearly isothermal 
surface for temperature stabilization. As the working fluid 
operates in a thermodynamic saturated state, heat is transported 
using the latent heat of vaporization instead of sensible heat 
or conduction where the heat pipe then operates in a nearly 
isothermal condition [2 and 3].

Their application is wide and can be used, for example, in 
energy conservation, such as heat recovery in hot exhaust gas 
system, and for use in domestic and industrial applications. Solar 
heating is also another example for the application of heat pipes 
[4 and 5]. For example, a heat pipe solar collector is widely used 
nowadays [6 and 7].

Optimization of condenser plays important role in efficient 
operation of the system. In order to improve the performance of 
condenser it is required to elaborate thermal analysis for different 
mass flows and temperatures. In this article different power of 
condenser in regard to various mass flows and the temperatures 
on the heat pipe of condenser are investigated. 

2. Condenser design

In this section, the heat power and pressure drop of condenser 
are calculated. The investigated system consists of the condenser 
(see Fig. 1). Condenser is placed on the heating zone of heat 
pipe and is used for efficient heat transfer from one medium to 
another. The water is used as a working fluid in the heat pipe and 
in the condenser is used thermal oil as cooling medium which is 
pumped through the connection (see Fig. 1).

 Fig. 1 Heat pipe condenser

The main objective of this work was to identify the pressure 
build-up in the condenser (dP), the outlet temperature of the 
thermal oil (Tout) and the output effect (quantity kW added to 
the thermal oil).

This task was  done for the different temperatures on the heat 
pipe 100°C -150°C -200°C -250°C -300°C (the temperature was 
constant over the whole surface), with flow 10-20-30-40 g/s of 
thermal oil, with the fixed inlet temperature of 80°C. The aim of 

CONDENSER OPTIMIZATION OF HEAT PIPECONDENSER OPTIMIZATION OF HEAT PIPE
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4. Analysis of results

In this section are presented results of numerical solution 
for the heat pipe condenser. In Fig. 3 is shown a position of the 
line where the output temperatures were calculated. This line is 
situated in the middle of distance between the jacket and heat 
pipe. In this point average values of temperature and pressure 
were calculated.

Fig. 3 Position of the result line

Results of case No. 1:
-  Numerical simulations for mass flow of thermal oil 0.01 kg.s-1;
-  Temperature on the heat pipe was set as follows: 100°C - 

150°C - 200°C - 250°C - 300°C. 
In Table 2 are presented results of five different simulations 

for following parameters: 
• Output temperature of the thermal oil (Tout)
• Heat power of the condenser (Q)
• Differential pressure over the condenser (dP)

Case 1 Table 2

Mass flow Tin   

0.01 kg.s-1 80 °C    

Parameter T - Heat Pipe Tout Q dP

Units °C °C W Pa

1 100 97 386 6718

2 150 140 1371 4972

3 200 182 2455 4043

4 250 224 3633 3282

5 300 266 4920 2658

The purpose of this section is to evaluate effect of different 
temperatures on the heat pipe to the output temperature of the 
thermal oil. Figure 4  shows the dependence of temperatures on 
the length of the condenser.

the task is to design stationary simulation of the heat exchanger 
to cool the condenser of the heat pipe.

3. CFD Modelling 

Computer modelling reduces the total effort required in the 
experiment design and data acquisition. Numerical simulation of 
this case was used in order to predict fluid flow, heat transfer and 
pressure over the condenser.

Physical model
The 3D model of a heat exchanger was created based on 

the drawings and subsequently was modified to be able to use 
simulations in finite volume. Calculated model consists of 
a heated finned tube, jacket and oil (see Fig. 2). 

Fig. 2 Heat pipe condenser- cross section

Thermal oil is pumped in through the connection and then it 
spins around the heat pipe via the three parallel tracks before it 
comes out again through the second connection.

The most important part of the work was the determination 
of the detailed boundary conditions. In Table 1 are boundary 
conditions that were set at the inlet of condenser.

Boundary conditions  Table 1

Name Type
Set parameters

Mass flow (kg.s-1) Temperature (°C) Turbulence (%)

IN Mass-flow-inlet 0.01 – 0.04 80 10

OUT Pressure-outlet - - 10

Surface of the heat pipe Wall - 100 - 300 -
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Figure 5 compares the predicted effect of temperature on the 
heat pipe to the output temperature at the condenser.

Results of case No. 3:
-  Numerical simulations for mass flow of thermal oil 0.03 kg.s-1.
-  Temperature on the heat pipe was set as follows: 100°C - 

150°C - 200°C - 250°C - 300°C. 

Table 4 presents results of numerical simulations for the 
condenser.

Case 3 Table 4

Mass flow Tin

0.03 kg.s-1 80 °C

Parameter T - Heat Pipe Tout Q dP

Units °C °C W Pa

1 100 91 732 30483

2 150 119 2655 25725

3 200 148 4723 21476

4 250 177 6917 18576

5 300 205 9232 16243

This section presents distribution of temperature on the 
length of the condenser with flow 0.03 kg.s-1 of thermal oil.

Fig. 6 Temperature dependence over the length of the condenser - Mass 
flow 0.03 kg.s-1

The purple curve (temperature on the heat pipe - 300°C) 
presents the maximum difference between temperature at the inlet 
and outlet (Fig. 6).

Results of case No. 4:
-  Numerical simulations for mass flow of thermal oil 0.04 kg.s-1.
-  Temperature on the heat pipe was set as follows: 100°C - 

150°C - 200°C - 250°C - 300°C. 
 
Table 5 presents results of numerical simulations for the 

condenser.

Fig. 4 Temperature dependence over the length of the condenser - Mass 
flow 0.01 kg.s-1

Results of case No. 2:
-  Numerical simulations for mass flow of thermal oil 0.02 kg.s-1;
-  Temperature on the heat pipe was set as follows: 100°C - 

150°C - 200°C - 250°C - 300°C. 
 Table 3 presents results of numerical simulations for the 

condenser.

Case 2 Table 3

Mass flow Tin

0.02 kg.s-1 80 °C

Parameter T - Heat Pipe Tout Q dP

Units °C °C W Pa

1 100 93 591 17189

2 150 127 2134 14061

3 200 161 3797 11820

4 250 194 5609 9893

5 300 229 7526 8492

This section presents distribution of temperature on the 
length of the condenser with flow 0.02 kg.s-1 of thermal oil.

Fig. 5 Temperature dependence over the length of the condenser - Mass 
flow 0.02 kg.s-1
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Fig. 8 Thermal power of condenser for different Mass flows (MF)

Fig. 9 Differential pressure over the condenser for different  
Mass flows (MF)

6. Conclusion

Calculated data were compared and following conclusions 
were reached. The highest thermal power of condenser was 
observed in case No. 4 (mass flow 0.04 kg.s-1 and temperature on 
the heat pipe 300°C). The lowest differential pressure over the 
condenser was noticed in  case No. 1 (mass flow 0.01 kg.s-1 and 
temperature on the heat pipe 300°C)

In the case of differential pressure the pressure drop is 
observed with the increase of temperature. When the flow 
of thermal oil increases, the condenser reaches higher heat 
performance. This effect can be very well observed when the 
temperature on the heat pipe is 300 ° C. At a flow rate 0.01 kg.s-1 
only half of heat power is achieved in comparison with the flow 
0.04 kg.s-1. 
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Case 4 Table 5

Mass flow Tin

0.04 kg.s-1 80 °C

Parameter T - Heat Pipe Tout Q dP

Units °C °C W Pa

1 100 90 847 45112

2 150 114 3066 38492

3 200 139 5435 32396

4 250 164 7906 28600

5 300 188 10509 25440

This section presents distribution of temperature on the 
length of the condenser with flow 0.04 kg.s-1 of thermal oil.

Fig. 7 Temperature dependence over the length of the condenser - Mass 
flow 0.04 kg.s-1

The purple curve (temperature on the heat pipe - 300°C) 
presents the highest difference between temperature at the 
inlet and outlet (Fig. 7). In this case  the highest heat power of 
condenser was also calculated.

5. Summary

The aim of this work was to analyse the pressure build-up 
in the condenser and thermal power of the condenser for 
different temperatures on the heat pipe. Figures 8 and 9 show the 
dependence of the thermal power and the pressure differences of 
condenser for different flows. 
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1. Introduction

The Vibrodiagnostics is considered to be one of most 
progressive maintenance methods. It offers possibilities to 
diagnose status and conditions of devices while they are fully 
operational [1]. The testing device has been constructed at the 
Department of Design and Machine Elements in order to measure 
and evaluate faults of components by analysing frequency spectra 
of gearboxes (Fig. 1). Laboratory research primarily aims at 
diagnostics of damaged gears of planetary gearboxes.

The testing device consists of one 15 kW electromotor 
controlled by a phase shifter, two planetary gearboxes type A2000 
mounted in series and also one dynamometer. Components 

are coupled together by cardan shafts. The testing device is 
supplemented with noncontact sensors HBM T10F for RMP and 
torque measurement. Gearbox A 2000 is a planetary gearbox with 
two planetary gearings with involute spur gears [2].

The diagnostic apparatus was purchased from SKF and it 
contains six acceleration sensors with sensitivity of 100 mV/g, 
on–line diagnostic unit type IMx-S and one PC equipped with @
ptitude analyst software. Both frequency analysis and envelope 
method for signal processing are used to determine gearbox faults.

Gearbox A2000 was tested for fault response at 1470±10 
RPM. Input shaft can rotate both clockwise and anticlockwise 
according to current needs.

THE VIBRODIAGNOSTICS OF DAMAGED GEARS  
OF PLANETARY GEARBOXES
THE VIBRODIAGNOSTICS OF DAMAGED GEARS  
OF PLANETARY GEARBOXES

Lubos Kucera - Tomas Gajdosik - Jan Bucala *

This article deals with description of a diagnostic device used at the Department of Design and Machine Elements at the University of 
Zilina which has been built in order to measure, diagnose and evaluate gearbox faults by vibrodiagnostics. The article describes methods and 
damage creation process for tested gearboxes. Evaluation of different faults is also processed in this article as well as description of comparative 
measurements between real and artificially created pitting. Comparison of all measured data with SPM methods is also included.
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Fig. 1 The testing device used at the Department of Design and Machine Elements for diagnostics of planetary gearboxes´ faults (left)  

and placement of vibration sensors (right)
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accelerations spectrum filter 3 (Fig. 2). Frequency 55 Hz of 
damaged sun gear dominated throughout spectrum and its 
harmonic frequencies showed up (marked as red). Sideband 
was created around gear frequency with the delta equal to RPM 
frequency 24.69 Hz of damaged gear (marked as blue). Sideband 
can be clearly seen in vicinity of its harmonic frequency [3].

Small pitting was created on the opposite side of already 
damaged tooth after first fault simulated by the notch was 
evaluated. This type of fault showed similar effect when compared 
to tooth damaged by the notch in vibrations velocity spectrum, 
however amplitudes of sideband were not as significant. Fault 
effect in enveloped accelerations spectrum filter 3 also showed 
similar results as before and once again amplitude of the gear 
frequency of the damaged gear was significant, but values were 
lower when compared to those of tooth damaged by single 
notch [4] - [7]. Its harmonic frequencies were not as significant; 
however 2nd, 3rd and 4th harmonic frequency is clearly visible.

Preliminary measurements of undamaged gearboxes needed 
to be done first in order to indicate key frequencies in spectrum 
of undamaged gearbox. Some components of gearboxes were 
artificially damaged later.

2. Measurements of gears with teeth damaged  
by pitting

The sun gear of the first planetary gearing was first to be 
damaged. First type of damage is represented by the notch on 
face area of one tooth. This damage was done with assumption 
of significant response within frequency spectrum. The damage 
can be seen in vibrations velocity spectrum by analysing sideband 
of gear mesh frequency of the first planetary gearing, because 
first amplitudes significantly surpassed magnitude of gear mesh 
frequency. Its effect was even more significant in enveloped 

Fig. 2 The frequency spectrum of enveloped accelerations filter 3 for tooth of the sun gear damaged by the notch on its face area

              
Fig. 3 Sun gear of planetary gearing damaged by artificially created pitting (left) and sun gear damaged by real pitting (right)
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area as damaged by the notch) took place (Fig. 3 left). Artificially 
damaged sun gear was replaced by another sun gear damaged by 
real pitting on half of gear’s teeth (Fig. 3 right). After both spectra 
were measured and frequency spectra were compared, we came to 
the conclusion that artificially created pitting has very similar effect 
when compared to real pitting (Fig. 4). This comparison confirmed 
that measured data match reality and test method was suitable for 
this application as well [8] and [9]. 

Vibrations velocity frequency spectra with different pitting 
affected area of the sun gear of the first planetary gearing can be 
seen in Fig. 5. The upper part of spectra represents only one tooth 
damaged by pitting, middle part corresponds to all teeth damaged 
by pitting and lower part represents the gear damaged on half 

Pitting was created on every single tooth of the sun gear as 
experiments continued. Significant change occurred in vibrations 
velocity spectrum where one more sideband appeared with the 
delta equal to gear mesh frequency of damaged gear alongside 
regular gear mesh frequency of first planetary gearing. 2nd and 3rd 
harmonic frequency of gear mesh frequency also showed up (Fig. 
4). Fault effect in enveloped accelerations spectrum filter 3 was 
similar to previous faults. Values of amplitude however increased 
greatly and amplitude of gear mesh frequency of the gear 
damaged by pitting on every tooth rose by 2100% when compared 
to the gear damaged by pitting only on one tooth.

In order to compare all measured data, another experiment with 
artificially created pitting on half of gear’s teeth (on the same face 

Fig. 5 Frequency spectrum of velocity of vibrations with differently damaged sun gears of first planetary gearing by pitting

Fig. 4 The comparison of frequency spectra of gearbox with sun gear damaged by artificially created pitting on half of gear’s teeth (blue) and sun 
gear damaged by real pitting (violet) 
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of gear mesh frequency and its harmonic frequencies had higher 
values compared to pitting damaged sun gear.

4. Comparative measurements of two different methods

Comparative measurements were made in cooperation with 
vibrodiagnostic specialists from SPM Instrument s.r.o. SPM HD 
and SPM Spectrum methods were used to examine current status 
of the gearbox. The gearbox was damaged by missing tooth and 
pitting on the sun gear and notch type damage was made on the 
satellite gear.

Frequency spectrum measured by SPM HD method is shown 
in Fig. 9. Teeth frequency of damaged gear (54.976 Hz) and its 
harmonic frequencies within spectrum are marked by numbers. 
Figure 10 contains data measured by enveloped accelerations 
method filter 3 where teeth frequency (55 Hz) and its harmonic 
frequencies of damaged gear are also marked by numbers. Spectra 

of its teeth by real pitting. Straight lines between measurements 
reflect time when the testing device was offline.

3. Measurements of gears with teeth damaged by 
breaking

Another phase involved sun gear with one tooth partially 
broken and later with whole missing tooth. Measurements were 
made on gears which were previously damaged by pitting on half 
of their teeth (Fig. 6).

There was no significant change in vibrations velocity 
spectrum (Fig. 7) compared to the sun gear damaged by pitting 
on half of its teeth [10]. Enveloped accelerations spectrum filter 
3 – from 5 Hz to 1kHz (Fig. 8) also had similar characteristic 
compared to same sun gear with no missing teeth, but amplitude 

Fig. 7 The comparison of frequency spectra of vibrations for pitting created on half of teeth of sun gear (upper part) and for gear damaged by same 
pitting with one missing tooth (lower part)

       
Fig. 6 Sun gear with one missing tooth
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is in amplitude magnitudes. Spectra in both figures highlighted 
amplitudes of sideband with the spacing of teeth frequency of 
damaged sun gear (55 Hz) and amplitude of sideband of gear 
mesh frequency of the first planetary gearing which has high value 
of amplitude dominating through whole spectrum.

in both figures are very similar with small difference of amplitude 
magnitude for 6th, 7th and 8th harmonic frequency because 
these harmonic frequencies have much lower amplitudes with 
enveloped accelerations method.

Vibrations velocity frequency spectrum obtained by SPM 
Spectrum method can be seen in Fig. 11. Spectrum’s shape is very 
similar to SKF methods in direct comparison (Fig. 12), difference 

Fig. 10 Frequency spectrum measured by enveloped accelerations method (SKF)

Fig. 9 Frequency spectrum measured by SPM HD method

Fig. 8 The comparison of frequency spectra of enveloped acceleration filter 3 for pitting created on half of teeth of sun gear (blue) and for gear 
damaged by same pitting with one missing tooth (green)
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gearbox correspond to vibration responses of faults developed 
under real conditions for same gearbox and, therefore, confirm 
used methods of measurements. Similarity of SKF and SPM 
methods was proved by comparing both results. Effects of faults 
are also similar although technology for signal processing differs 
significantly between these two methods.

This article was created with support of Slovak Research 
and Development Agency (SRDA) based on agreement No. 
SUSPP-001409 and under project No. APVV 087-10: “Intelligent 
diagnostic systems of gearboxes and their components”.

It is necessary to mention that influence of damaged planet 
gear has not been detected either in vibrations velocity spectrum 
or in enveloped accelerations spectrum [11], [12] and [13].

5. Conclusion

Measurements we made so far clearly show artificially 
developed faults of the sun gear in high frequency vibrations 
velocity spectrum and enveloped accelerations spectrum for given 

Fig. 11 Frequency spectrum of vibrations velocity measured by SPM Spectrum method

Fig. 12 Frequency spectrum of vibrations velocity measured by SKF diagnostic methods
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1. Introduction

This article details the creation of a virtual bearing model 
allowing the analysis of individual bearing components under 
dynamic behavior. Although inner and outer bearing rings and 
rollers are defined as solid materials, the bearing cage models 
also take into account elastic properties thereof. Chapter 2 details 
the creation of the said models. Two models of tapered roller 
bearings will be considered: one with steel cage and the other 
with plastic cage. 

2. Creation of “Flexible body” cage models

Dynamic simulations of the tapered roller bearing were 
performed in the MSC.Adams system. Model creation along with 
definition of material properties, contact parameters, geometric 
and kinematic boundary conditions is detailed in [1] and [2]. 
A Modal Neutral File (MNF) file was necessary to take into 
account flexible properties. The said file contains important 
information pertaining to inertial and flexible model properties, 
including information necessary to integrate the flexible model 
within the virtual prototype in MSC.Adams program [3] and [4]. 

DYNAMIC ANALYSIS OF A ROLLING BEARING CAGE WITH 
RESPECT TO THE ELASTIC PROPERTIES OF THE CAGE  
FOR THE AXIAL AND RADIAL LOAD CASES

DYNAMIC ANALYSIS OF A ROLLING BEARING CAGE WITH 
RESPECT TO THE ELASTIC PROPERTIES OF THE CAGE  
FOR THE AXIAL AND RADIAL LOAD CASES

Robert Kohar - Slavomir Hrcek *

The aim of this paper is to detail the creation of a large tapered roller bearing model with flexible body cages in the Adams program suite 
for subsequent dynamic analysis and to obtain information about kinematic and dynamic relationships of steel and plastic cages under various 
operating conditions. The bearing model was made to closely resemble its real-life counterpart, which allows us to estimate load conditions, 
dynamic conditions of individual bearing parts and interactions between them.
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Fig. 1 Finite-element mesh of steel (left) and plastic (right) cage in Ansys program
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was used to analyze and reduce the complexity of the cage 
models by removing Internal Solid Element Geometry. An 
alternative approach is to apply the Mesh Coarsening Algorithm, 
resulting in reduced element counts and increased calculation 
speed. However, the mentioned approach also modifies node 
coordinates, which would invalidate load simulations obtained by 
dynamic simulations for further analysis in FE programs and was 
thus not used [10].

The next step after applying the above process consists of 
integration of “flex body” within MSC.Adams/View modeler. 
Figure 2 shows the flexible model integration algorithm within 
the dynamic simulation. 

Dynamic simulation results – axial load force F
a
=518kN  

with rotational speed n=15.5rPM

Dynamic simulation results with axial load force and 
rotational speed n = 15.5 rPM represent force interactions 
between individual bearing parts, movement of bearing cage 
center of gravity and angular velocity thereof. 

Figure 3 shows a comparison of load distribution of individual 
rollers with theoretical calculations based on [11] and [12], 
wherein element load Q

max
 = 56568 N. Results of the dynamic 

simulation were obtained in time t = 10 seconds.

The actual MNF file can be created in various FE programs such 
as Nastran, Ansys or Abaqus [5], [6] and [7].

The flexible cage model was created in FE software Ansys 
which contains a built-in macro for this purpose. The first step 
consisted of finite-element mesh creation along with the definition 
of material properties (Fig. 1, Table 1) [8] and [9]. 

Material properties of steel and plastic cage Table 1

Density  
[kg.

mm-3]

Young 
modulus 
[MPa]

Poisson 
constant 

[-]

Element 
type

Number 
of 

elements

Steel cage 7.85.10-6  2.02.105 0.29 Solid 
187

39105

Plastic 
cage

1.1.10-6 3000 0.42 Solid 
187

259694

After generation of the finite-element mesh and material 
definition a macro is executed, creating the MNF file which 
requires the following user input: System of Model Units, 
Eigenmodes, Element Results, Shell Element Result Output 
Control, Filename, Solve and create export file to ADAMS.

MNF file analysis and further modification thereof is possible 
using the MD Adams/Flex Toolkit. The ”MNF-MNF Optimizer“ 

Fig. 2 ”Flexible body“ integration algorithm within the dynamic simulation
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Maximum force between plastic cage and rollers was observed 
during interaction of the cage with roller n. 24 and is equal to 
301N (Fig. 4 down, green line). Also shown is the force between 
inner ring and roller n. 24 (red line) which varied between 54273 
N and 58571 N. The blue line displays angular velocity of roller 
n. 24 and varies between 485°/s and 494°/s, similar to the velocity 
observed for the steel cage.

Figure 4 shows forces between roller and cage, roller and 
inner ring and angular velocity of this roller. Maximum force 
between steel cage and rollers was observed during interaction of 
the cage with roller n.22 and is equal to 686 N (Fig. 4 up, green 
line). Also shown is the force between inner ring and roller n. 22 
(red line) which varied between 54023 N and 58593 N. The blue 
line displays angular velocity of roller n. 22 and varies between 
484°/s and 495°/s.

Fig. 3 Load distribution of individual elements compared with theoretical calculations

Fig. 4   Force interaction between inner ring and rollers (red lines), force interaction between cage and rollers (green lines)  
and angular velocity of rollers.
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Similar to axial load force, we calculated force interactions 
between individual bearing parts, movement of bearing cage and 
angular velocity thereof when subjected to radial force. 

Figure 8 shows a comparison of load distribution of individual 
rollers with theoretical calculations based on [3], wherein element 
load Q

max
 = 56499 N. Results of the dynamic simulation were 

obtained in time t = 10 seconds.
Figure 9 shows force between roller and cage, roller and inner 

ring and angular velocity of the roller. Also shown is the force 
between inner ring and roller n. 13 (red line). Maximum force 
between steel cage and rollers was observed for roller n. 13 and is 
equal to 800N (green line). The analysis also showed that highest 
load rates are present at rollers 10 to 14 during start-up time (2-5 
seconds) and are equal to 800N. During subsequent simulation 
time, the cage was in contact with rollers only when the rollers 
were off-loaded and maximum force value was equal to 500N. 
Angular speed was constant (489°/s) under applied roller load 
and lowered under roller load in the 20000N to 70000N range, 
achieving a minimum value of 435°/s (blue curve).

Figure 5 shows the center of gravity location in the y-z plane 
of steel and plastic cage. Fig. 6 shows force interaction between 
inner ring and rollers and the von Mises stress of steel cage and 
Fig. 7 shows force interaction between inner ring and rollers and 
the von Mises stress of plastic cage.

Analysis of dynamic simulation results shows the steel cage 
is in contact with rollers in lower and upper parts of the bearing, 
with forces in the upper bearing parts reaching up to 700N at cage 
guides and 100N at lower parts, also at cage guides. Maximum von 
Mises stress of 10 MPa was recorded in time t = 2.63 s (Fig. 6).

Dynamic simulation of plastic cage bearing shows similar 
results to those presented above. The plastic cage is in contact 
with rollers in lower and upper parts of the bearing. Forces in 
the lower part of the bearing reach up to 300N at cage guides 
and up to 50N at upper parts of the bearing cage guide surfaces. 
Maximum von Mises stress of 0.6 MPa was recorded in time t = 
16.8 s (Fig. 7).

Dynamic simulation results – radial load force F
r
=4500kN  

with rotational speed n=15.5 rPM

Fig. 5 Movement of center of gravity of steel cage (left side) and plastic cage (right side) in the y-z plane under axial load

Fig. 6 Force interaction between steel cage and rollers (left side) and maximum von Mises stress of steel cage
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Fig. 12 shows force interaction between inner ring and rollers and 
the von Mises stress of plastic cage.

Analysis of dynamic simulation results shows the steel cage 
is in contact with rollers in lower and upper parts of the bearing, 
with forces in the upper bearing parts reaching up to 800N at cage 
guides and 500N at lower parts, also at cage guides. Maximum 
von Mises stress of 14.5 MPa was recorded in time t = 3.5 s  
(Fig. 11).

Dynamic simulation of plastic cage bearing shows similar 
results to those presented above. The plastic cage is in contact 
with rollers in lower and upper parts of the bearing. Forces in 
the lower part of the bearing reach up to 150N at cage guides 
and up to 400N at upper parts of the bearing cage guide surfaces. 
Maximum von Mises stress of 1.5 MPa was recorded in time t = 
9 s (Fig. 12).

Figure 9 down shows force between inner ring and roller n. 14 
(red line) for bearing with plastic cage. Maximum force between 
the plastic cage and rollers was observed for roller n.14 and is 
equal to 691N (green line). Similar to the steel cage, highest load 
rates were present at rollers 10 to 14 during start-up time (2-5 
seconds) and are equal to 700 N. When compared to the steel 
cage, the rollers were in contact not only in the off-load phase 
(force equal to 150 N) but also during the load phase, with the 
force equal to 400 N. Angular speed was constant (489°/s) under 
applied roller load and, similar to the steel cage, lowered under 
roller load in the 20000N to 70000N range, achieving a minimum 
value of 260°/s (blue curve) and zero values under load.

Figure 10 shows the center of gravity location in the y-z plane 
of steel and plastic cage, Fig. 11 shows force interaction between 
inner ring and rollers and the von Mises stress of steel cage and 

Fig. 7 Force interaction between plastic cage and rollers (left side) and maximum von Mises stress of plastic cage

Fig. 8   Load distribution of individual elements compared with theoretical calculations
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Fig. 9   Force interaction between inner ring and rollers (red lines), force interaction  
between cage and rollers (green lines), angular velocity of rollers (blue line)

Fig. 10 Movement of center of gravity of steel cage (left side) and plastic cage (right side) in the y-z plane under axial load

Fig. 11 Force interaction between steel cage and rollers (left side) and maximum von Mises stress of steel cage
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compared to steel cage. However, on the loaded side, the loading 
of rollers was higher when using a plastic cage. The analysis of 
the angular speeds rollers was found that at the time of loading, 
for both cages angular velocity does not change, the constant size 
of about 489°.s-1. Difference occurred at a time to reduce the load 
rollers when a steel cage changes randomly in the range of 436°.s-1 
to 494°.s-1. For a plastic cage, the course of the angular velocity 
was smoother, but compared to a steel cage, the rate decreased 
significantly and varied from 490°.s-1 to 0°.s-1. It was also found 
that the interaction force between the steel cage and the rollers 
occurred only at times of reduced loading rollers and it reached 
to 500N, which was 20% higher load than with a plastic cage. 
Plastic cage was received into contact throughout the course of 
the simulation, and the unloading rollers maximum load value 
amounted to 150N, the increase of load rollers, load increased to 
400N. Variations in the rotation center of gravity for plastic cage 
were lower in all three axes as compared with a steel cage of 0.1 
to 0.5 millimeters as opposed to the axial load.

The performed analyses have shown that the steel cage is 
more appropriate for axial loads, whereas the plastic cage is more 
suited for radial loads.

5. Conclusion

The aim of this article was to detail with the creation of 
a tapered roller bearing model in the Adams software suite to 
be used for further dynamic analysis and to obtain information 
about individual parts during the simulation process taking into 
account the properties of the steel and plastic bearing cage for 
different load cases. 

For axial load, dynamic analysis results show increased load 
variation of individual elements in steel cage when compared to 
the plastic cage, with a difference of 0.5% for minimum load for 
axial load. Minimal differences were observed under maximum 
loading conditions. Angular velocities of both analyzed cages 
shared similar waveforms. Analysis also shows that forces 
generated by interaction of rollers and plastic cage were 56% 
lower when compared to the steel cage. Likewise, the overall 
plastic cage stress was an order of magnitude lower compared 
to the steel cage. The center of gravity of the plastic cage varied 
by 0.4-0.5 mm in all three axes when compared to the steel cage.  

When applying radial force, we discovered that using plastic 
cage, the loading of rollers on offloaded side is lower when 

Fig. 12 Force interaction between plastic cage and rollers (left side) and maximum von Mises stress of plastic cage
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1. Introduction

The current trends and efforts in the development of 
components and systems, especially for vehicles, include their 
innovation leading to weight reduction. The main parameters 
of structural optimization are primarily dynamic and static 
strength and durability. They influence the mechanical properties 
(materials of construction, geometrical dimensions, shape), 
technological factors (quality, surface properties, nicks, welds 
and joints), loading conditions (load, climatic conditions, 
temperature, corrosion) and vibration [1]. Weight reduction is 
also very important. For this purpose light, energy-saving and 
recyclable materials that have the same or better parameters 
than standard materials are used. New composite structures 
have become the subject of interest. The optimal directional 
arrangements of fibres and the type and amount of the matrix 
for a given load have yet to be defined for these structures. 
Therefore, the research is focused on testing and analysis of 
alternative textile materials that are currently being used for 
the production of the frame constructions of car seats. The 
safety wall elements of the current seat design are preserved 
and the supporting metal or spring construction of the seat 
and backrest is replaced by an alternative low-weight composite 
textile reinforcement [2 and 3]. The problem lies mainly in the 

fact that this structural modification leads to a reduction in the 
weight of the seat frame construction, but the risk of deformation 
of the textile during an accident increases. The weight and body 
constitution directly affect the interaction of the seat, especially 
during impact [4 and 5]. A dynamic impact could lead to a break 
in alternative textiles which can be damaged. The main objective 
of this paper was to perform an experimental analysis and to 
construct a simulation model describing the distribution of the 
limit state and the rate of crack propagation in a hyper elastic 
composite with textile reinforcement. The crack occurs in the 
loaded material in the anchor points on the frame. Degradation 
may also occur due to the creep properties of the material. This 
can be caused by long-term acting forces (random loading by the 
human body, pre-stress of textile). It is very difficult to describe 
the course, direction and initiation of cracks in the composite 
textile and they are practically immeasurable. The rate of crack 
propagation and the characteristic force-elongation dependence 
can be experimentally determined using the Aramis measuring 
system, but it is not possible to describe the distribution of stress 
intensity, e.g. by the direction of the principal stress tensor. It is 
possible to a certain extent to describe the stress intensity using 
FEM model simulation based on mathematical theories that use 
Griffith-Irwin criteria.
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PROPAGATION IN LIGHT COMPOSITE MATERIALS  
UNDER DYNAMIC FRACTURING
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was built for the experiment. The equipment comprises jaws for 
mounting the composite textile sample, sensors for acceleration, 
displacement, force and the Aramis system. This system uses two 
high speed cameras for stereoscopic visualization. The layout 
of the experiment is illustrated in Fig. 1 and the time course 
of the dynamically loaded composite textile is shown in Fig. 
2. The obtained data were evaluated using the DEWESoft 7.0 
software. The dimensions of the composite textile sample were 
150x150x1.3 mm. 

2. Materials and methods

2.1 Experimental measurements

Test samples of a hyper elastic composite reinforcement 
consist of two different layers – woven with orthotropic properties 
and a hyper elastic coating. A combination of these structures 
causes changes in the mechanical properties – especially changes 
to the viscoelastic and hyper elastic parameters. The physical 
properties of the tested samples are given in Table 1. Testing 
equipment for the drop test with an impact velocity of 8 m.s-1 

Fig. 1 Experimental measurement of a dynamically loaded sample: a) composite textile – longitudinal and transverse direction,  
b) arrangement of the experimental device, c) close up of sample placement

Fig. 2 The time course of dynamically loaded composite textile: Time (0-60 ms) 
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in a material, K
I 
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 is the determined factor of stress intensity, f

ij 
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 , G is a shear modulus of elasticity, F
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Fig. 3 Crack study with character description of the stress intensity  
due to the Irwin factor

The initiation of the crack in the sample t
init

 ≥ t
 
> t

0 
is 

characterized by stress intensity K
I
 and nonzero harmonic stress 

functions f
ij 
. It can be described by the following equations 3-5. 
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Then the field of translations is described by the following 
function F

i
 obtained from equations 6 - 7.
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Mechanical properties of samples compressed  
to 50% deformation          Table 1

Specific properties Value Unit

Density 1052 kg.m-3

Strain at yield 1800 MPa

Tensile creep modulus  
(0.5% 1000 hrs.)

1100 MPa

Modulus of elasticity 112 MPa

Ultimate bending strength 2700 MPa

Tensile strength 33 MPa

Fatigue limit under alternating bending stress 
(10e+7 cycles)

0.24-0.4 min

The coefficient of sliding friction compared to 
steel in a dry environment

1.7 J.g-1 .K

Specific heat capacity 235 °C

Tensile creep modulus  
(0.5% 1000 hrs.)

1050-
1250

kg.m-3

2.2 Mathematic theory of cracks

Integral parameters of the crack will be introduced to describe 
the crack propagation and its instability. These parameters will 
then be compared with the experimentally identified critical 
values. The Irwin factor K [6, 7 and 8] can be used for this 
purpose. It is based on energy of stress intensity where the zone 
of stress intensity factor (1-2) and the field of shifts in nonlinear 
behaviour in the crack are used. The Irwin factor can be used 
to describe the crack in the isotropic and anisotropic materials. 
The sample of the hyper elastic orthotropic reinforcement has 
properties that are different in machine direction as well as 
cross direction [2 and 3], but during dynamic tearing they have 
a similar course which can be described by the multiplying with 
a constant. This may be due to the fact that such a structure under 
dynamic failure is significantly stiffer. In this case a volume strain 
occurs, which is manifested by a deformation of the plastic. The 
application of Irwin factor distribution on the tested sample is 
shown in (Fig. 3).

,r r K f K g/
ij I II ij

1 2 $v } }W = +-^ ^ ^ ^h h h h6 @ (1)

,u r G
r

K F K G
/

i I i II i

1 2

$ } }W = +
-^ c ^ ^h m h h6 @ (2)

where ijv  is the Cauchy tensor of stress, ui  is the vector of 
translation, ,r }  are separated variables which describe the 
assumed direction of crack propagation (the assumption is 
0 21 1} r , a  is a half length of crack edge (flaw) in 
a material, r a  is a dimensionless parameter expressing the ratio 
of separated variables r, which describe the assumed direction of 
the crack propagation and a is a half length of crack edge (flaw) 
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complex nonlinear processes as the study of cracks in composite 
textiles the calculation of an explicit algorithm, which is 
described by equation (13), has a higher stability than an implicit  
algorithm, which is described by equation (14). Compared to an 
implicit solution the explicit solution does not need to calculate 
the inverse stiffness matrix [12, 13 and 14].

Timing diagram for the displacement, velocity and acceleration 
of the movement equation: mx kx f t+ =p ^ h

Fig. 4 Explicit solutions

Fig. 5 Implicit solutions 

mx kx fn

x m t x f m t x x2

n n

n n n n n n1 1
2 1

1 1 1
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where the known values are displacement x
n
 in time t

n
 and velocity 

xn /1 2-o  in time t
n
. Search values are displacement x

n+1
 in time 

t
n+1

  and velocity xn /1 2+o  in time t
n+1/2

.

x x t mx xk fn 1 n n 1/2 n 1 n 1 n 18= + +D =+ + + + +p  (14)

where the known values are displacement xn
 in time t

n
 and 

velocity xn /1 2-o  in time t
n-1/2

. Search values are displacement x
n+1

 in 
time t

n+1
 and velocity xn /1 2+o  in time t

n+1/2
.  

It is also possible to study the crack propagation. “Material 
150 - Layered Membrane Element” was selected for the material 
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where u
i
 is the Poisson ratio in longitudinal and transverse 

directions 
1,2

.
The propagation of the crack in the sample follows t
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> t > t
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and it is characterized by the stress intensity K
II
 and nonzero 

harmonic stress functions g
ij
 (8 - 10).  
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Then, the field of translations is described by the following 
functions G

i
 obtained from equations 11 - 12.   
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2.3 FEM model of crack propagation  
in composite textiles

The FEM model gives not only a description of translation 
fields and velocity of crack propagation but also stress intensity 
[7, 9 and 10]. For a calculation of factors ,K KI II  Cauchy 
stress  , ,ij 11 22 12v v v v^ h and variables ,r }  from the FEM 
simulation are used. Then, ,K KI II  can be expressed by equation 
(1). The FEM model was created using PAM-CRASH software 
which can be used for nonlinear mechanical properties of 
anisotropic materials (hyper elastic, visco-elastic, etc.) [2 and 
3]. The principle of the calculation in PAM CRASH is based 
on an explicit method where the time step of the calculation 
is solved using central differences. An explicit method allows 
the solution of shock wave distribution [11]. The advantage 
of the explicit solution compared to an implicit solution is not 
only the possibility to study dynamic phenomena but also in 
its significantly shorter calculation (Figs. 4 and 5). For such 
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Fig. 7 The dependence of the stress intensity factor K
I 
, K

II 
on rate r/a

model of the composite textile. This model uses 2D membrane 
elements. It can simulate different mechanical properties of 
composite textiles in MD (Machine Direction) and CD (Cross 
Direction) because it allows the material properties for three 
different layers to be defined including the fibre orientation [2 
and 3]. The input parameters of the material model are shown 
in Table 2. The finite element method mesh (Fig. 6) was created 
to describe the stress intensity, velocity of crack propagation and 
especially for the stability of the calculation [6, 8 and 14].

3. Results and discussion

The resulting courses of stress intensity factors K
I 

, K
II 

depending on the ratio r/a, are shown in Fig. 7 and the parametric 
dependence is shown in Fig. 8. A significant difference of stress 
intensity factors K

I
 and K

II
 for ductile failure is explained in [6 - 

8]. Comparing the experimental values with the FEM model, the 
deviation of model was determined as being 9 % (Fig. 9). The size, 
direction, and visualization of the main crack stress tensor, from 
which the time-course W  can be determined is shown in Figs. 10 
and 11. The maximum value of the principal stress was located at 
the nodal point of the critical damage of the textile and it reached 
a value of 17.44 MPa. The vectors of velocity and direction of 
momentum during crack propagation are shown in Figs. 12 
and 13. The velocity of crack propagation in the textile may be 
influenced by the individual components of the material, the 
directional orientation of the fibres that affect the orthotrophy, 
and friction between the fibres. However, the friction is very 
difficult to measure [15 - 19]. 

Data required for creating the FEM model  Table 2  

Model
Material 
model

Density 
[kg.m-3]

Initial module E  
[MPa]

Shear modulus G  
[MPa]

Fibres in MD Fibres in CD Matrix Fibres in MD Fibres in CD Matrix

Composite textile 150 1052.8 1100 1300 90 450.8 532.8 30.2

Fig. 6 FEM model of composite textile for studying cracks
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Fig. 8 Parametric dependence K
I 
, K

II
 on rate r/a

   
Fig. 9 Comparison of FEM results with the experiment

Fig. 10 Stress intensity in the crack: a) Limit state t t tinit 02 2^ h; 
b) crack initiation t t tcrack init2 2^ h;  

c) crack propagation t tcrack=^ h
Fig. 11 Distribution of stress intensity: determination of variables ,r }
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4. Conclusion

This article deals with the description and modelling of 
crack propagation in a sample of hyper elastic composite textile 
which could be used as a reinforcing material in car seats. The 
distribution and intensity of stress in the crack can be described 
using the Irwin factor based on a continuum where only the crack 
is solved. The FEM model had significantly nonlinear properties 
with parameters which are taken from the experiment. The model 
showed the distribution, initiation and also propagation velocity 
of the crack in the textile. The model can be used to determine 
the approximate values of the stress intensity factor in the crack. 
Thus, the FEM model can help with the study of cracks during 
fast loading such as during a car accident and it simplifies the 
optimization process of the material design of different car parts.
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Fig. 12 Vectors of crack velocity propagation in a composite textile

Fig. 13 Distribution of velocity fields in the crack
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1. Introduction

Forging is one of the most economical manufacturing 
methods for making parts from steel and non-ferrous metals. 
Its advantages in comparison to other methods are: significant 
savings in materials, higher production rate, better grain structure 
and better surface quality. The materials from which forging 
tools are made must comply with the high demands of the 
mechanical, physical and chemical aspects of high strength, 
toughness and hardness. The technical and technological process 
depends on these requirements, which directly affect the cost 
of the individual components and their competitiveness [1]. 
The impact of satisfying these demands is that the tool will 
have a longer shelf life, and thus there will be less downtime 
for replacement and repair. In this way, we can make better 
use of production machinery and equipment. Generally, when 
machining materials with more difficult machinability and high 
hardness, we use methods with non-cutting technologies that 
achieve high productivity, flexibility and excellent functional 
properties [2 and 3].

Heat distribution and temperature fluctuations on the 
surfaces of forging tools cause plastic deformation, and the 
influence of thermo-mechanical stress leads to thermal fatigue 
and the formation of surface cracks. These defects significantly 
affect the quality of finished forgings and forging die life itself. 
To capture and track these defects there are several procedures, 
whether destructive or non-destructive methods, for the detection 

of cracks within. As regards forging dies, the solution is to use 
non-destructive methods that do not disturb the shape and surface 
components [4 and 5].

For mass production, die forging is used (Fig. 1), whereby 
the principle is that the heated material takes on the final shape 
of the die cavity with one or more strokes. This can ensure a more 
accurate shape than with free forging. The accuracy of the surface 
can be significantly improved by further finishing operations such 
as calibration, and to achieve a high quality surface, which would 
not require further machining. Die forging makes it possible 
to achieve a major reduction of material and fibres reflecting 
the contour of die forging, which has a positive effect on the 
mechanical properties of the material [6 and 7].

Fig. 1 The principle of die forging
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the material, and a visual example of the forging tools is shown 
in Fig. 4. In addition, the width of the fracture is very small, at 
least ten times less than the depth. The bottom of the fracture 
is mostly sharp, causing sharp notches in the material. Due to 
mechanical stress, especially when changing or alternating loads, 
there is a sharp notch at the bottom of the tension that can cause 
enlargement of cracks [14, 15 and 16].

Fig. 3 Scheme of growth of fatigue crack 1 – first phase, 2 – second 
phase, 3 – non-effective cracks, 4 – plastic zone of the crack [13] 

Fig. 4 Wear of die forging

Fig. 5 Fatigue cracks on the functional surface of die forging

It is therefore very important to always pay close attention to 
the crack. Early detection and assessment of cracks is essential. 
This is especially true for surface cracks. In most cases the 
exposed parts, such as auto parts, experience the biggest stress 
generated on the surface of parts. It is also important to note 
that not every flaw will damage components (Fig. 5). The laws of 

The workpiece is inserted into the lower die. By action of 
energy, the shaping machine moves one part of the die against the 
other while the starting material fills the cavity. By fully grasping, 
the die cavity is filled and transformed into the desired shape. The 
procedure for filling a cavity influences the speed of deformation, 
which depends on the type of machine. The effect of impact 
hammers causes more rapid creep in the direction of shock and 
the force of the press results in better filling of the cavities in 
a direction perpendicular to the acting force. These differences in 
filling the die cavity influence the choice of the type of moulding 
machines and choice of forging operations for the part [7 and 8].

2. Cracks and their growth in the forging tool 

The formation of fatigue cracks is explained by various 
models. One of the basic models takes the idea of formation of 
intrusions and extrusions with recurring shear in one or two shear 
systems. The relative motion of individual shear belts allows 
deepening of the intrusion and crack formation. If the loaded 
body has construction, metallurgical or technological notches, the 
first phase of crack growth will not arise [9 and 10]. By gradual 
cyclic stresses, the crack penetrates to the depth of the body, 
after which the crack deviates perpendicularly to the direction of 
principal stress. The length of the crack, which corresponds to 
the transition from the first phase to the second phase of crack 
growth, depends on the material and amplitude size of the stress 
loading [11 and 12].

Fig. 2 Formation of micro-crack by formation of intrusions (I) and 
extrusions (E) in one- and two-shear systems (Neuman’s model)

The forging process leads to mechanical stress that causes 
wear on the shape of the die (Fig. 2) and also fatigue fracture 
which reduces the required quality of the finished forgings. 
Therefore, after a fixed life, the forging die is removed from the 
forging process and sent for repair or renovation. Cracks can 
occur using the wrong modes of production. Poor cooling of cast 
or forged parts, overheating during grinding, or excessive tension 
during the manufacturing process are common causes of cracks. 
Cracks (Fig. 3) are defined as a narrow gap, where the length 
along the surface is at least ten times greater than their depth in 
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Fig. 6 The process of examining cracks by the potentiometric method 
with RMG 4015 device

4. Crack mapping by potentiometric defectoscopy

The principle of the potentiometric method is shown in Fig. 
7. Electric current (with intensity I) is supplied to the examined 
sample via electrodes E

1
 and E

2
. Voltage electrodes N

1
 and N

2
 

measure the potential U
0
 in the surface layer at a distance l

0
 [26].

U R I S
l
I0

0
$

$
$

t
= =

where R – resistance between  N
1
 a N

2
, ρ - resistivity of material,  

S – cross-sectional area of material

Fig. 7 Principle (left) and process (right) of measuring [26]

For good functioning of this process, four electrodes are 
necessary: two for electric current and two for voltage. For the 
most accurate measurements, the voltage electrodes must be 
between the electrodes for electric current. All the tips of the 

crack mechanics indicate that some cracks can be tolerated. This 
depends on many factors and it is sometimes hard to decide on 
the use of standard methods or non-destructive material testing 
[17, 18 and 19].

3. Renovation of die forging

Renovation is a special case of repair where 
the repaired object is a machine component. It is  
work to renew machine parts whose functional properties are 
damaged. Renovation is a set of activities carried out in order to 
restore the operational status of components and their life. It is 
a repair in which the worn parts are restored to their geometric 
shape, original size, and functional and mechanical properties 
in accordance with drawings and technical specifications. 
Renovation may be seen as a repair sub-sector, which contributes 
to reducing the cost of restoration and operation of machinery, 
but it can also be seen as a special case of recycling materials, 
which, moreover, reduces the demand for raw materials and 
energy resources [20, 21 and 22].

Before renovation, it is necessary to map the extent of tool 
wear and the inferred extent of renovations and the required 
technology. Range is determined with respect to the size of the 
fracture surface that needs to be removed by the machining 
surface until the outer surfaces show no signs of defects. This 
process is usually performed by visual observation of the surface 
using optical devices which can find the largest size defects 
generated in the forging process, which are preventing efficient 
use. Since control is exercised subjectively by a worker who 
often cannot assess the degree of wear, not least the size of the 
fracture, the process is repeated until all defects are removed. It 
often happens that the extent of wear is destructive for the die, 
which is can be detected by only a few controls and subsequent 
surface treatment. From an economic point of view, the time 
required for renovation and extension of the life, causes costs 
to rise. Sometimes it is necessary to completely remove the 
forging dies for the renovation process due to excessive wear and 
damage. This process is well run and widely used in practice, 
and, therefore, seeks to simplify and intensify the technology of 
renovations [23, 24 and 25].

For this purpose, there are various methods involving surveys 
of defects in materials and products using either destructive or 
non-destructive detection technology, which is able to assess the 
extent of wear and thus indicate more options for the renovation. 
The best approach to renovation, and also a non-destructive 
method, is defectoscopy, due to its ability to change the status of 
the sample for future use (Fig. 6) [1].
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measurement data has the value 0. The measurement was carried 
out towards the edge of the external die to the die cavity inner 
edge. 

Fig. 9 Graphical representation of cracks in the forging die

From the graphic course (Fig. 9) you can see that the depth of 
cracks increases to a maximum and after this peak begins to fall. 
It is also possible to see that the cracks on the die are of different 
depths. Measuring the cracks using the RMG 4015 device was 
quick and smooth, making it possible to demonstrate the practical 
use of the machine in engineering practice.

6. Conclusion

High thermo-mechanical loading on the working surface of 
forging tools causes thermal fatigue and the formation of surface 
cracks, affecting the quality of final products and the operating life 
of the forging die. For monitoring of these defects, there are some 
procedures and methods for crack mapping, both destructive and 
non-destructive.

electrodes are sprung, therefore contact pressure is exerted by the 
tip on the surface. Due to this fact, reliable contact is ensured also 
on uneven surfaces [2 and 27].

Measurement of crack depth is usually a comparative 
measurement. Comparison between the decrease of voltage on 
the intact surface and the surface with the crack identifies the 
depth of the crack. One advantage of the potentiometric method 
is that the width of the crack has no effect on the measured values, 
if this crack is narrower than the distance between electrodes [2 
and 28].

5. Experimental results and discussion

For crack depth detection the potentiometric device RMG 
4015 was used. The examined sample is a forging die with 
recesses and a cylindrical course of inner cavity (Fig. 8). This 
forging die performs a die forging with recesses and a cylindrical 
inner cavity.

As seen in Fig. 9, the measured values of the depth of cracks, 
the maximum depth of the crack is located at the edge of the die. 
The course of the crack is significantly different from the other 
measured cracks, which are much shorter and are found mainly 
in the vicinity of the internal curvature of the die cavity. This 
crack presents a particular risk because the next time the die is 
used there could be further spread and deepening of the cracks, 
which could lead to exclusion of forging die and the inability to 
undertake further renovations.

In crack No. 1, the first five crack depth measurements were 
carried out at the top of the forging die, therefore, the depth of 

Fig. 8 Detail and course of selected cracks on forging die
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to determine the surface defects which inhibit their use. The 
device can be used in the rationalization of renovation, where it is 
necessary to restore the functional properties of all machine parts 
affected by very significant wear.  
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When examining the progression of cracks, the potentiometric 
device can detect the crack on the surface and measure its depth 
without destructive invasion. This device can map the crack 
profile, and find its origin and the direction of its progress. It can 
be used and applied for complicated surface profiles and cavities 
of parts when examining surface defects. The measurement has 
some limitations: the surface of the sample must be clean without 
any dirt and the sample must be conductive.

The potentiometric method can be applied when renovating 
forging tools, and for renovation generally, for example, in the 
area of the renovation of cutting punches where it is necessary 
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1. Introduction

Biomaterial is a material used in medicine for manufacturing 
implants, tools and parts for medical devices which are intended 
to be in physical contact with living tissue. Research and 
development of both metallic and non-metallic biomaterials 
enables advances in the field of medicine and especially brings 
great benefit to those who need it. Problems occur in the life-time 
of implants, which can be a few years, due to their low chemical 
conductivity and low stiffness. Therefore, current research is 
focused on bioinert materials, bioactive materials and materials 
that are able to be absorbed [1 and 2].  

Attempts to mechanically fix artificial teeth in living tissue 
were first made by the ancient Egyptians around the year 2000 
BC, according to Tvrdon [3], and his literary records mention 
stone-made implants dating from the period before Columbus. 
At that time, the inhabitants of South America experimented 
with the replacement of missing teeth using hand-made ivory 
substitutes or alternatively wooden substitutes. 

According to Selingerová [4], the oldest methods of tooth 
substitution include injecting gold needles into bone tissue 
as performed by the ancient Chinese. She likewise states that 
denture development was first recorded in the 18th century. The 
initial human efforts to replace missing teeth with teeth from 
another donor were unsuccessful, and had an extremely low 
success rate. This changed in 1809 with Maggiolo’s implant made 
of gold.

In 1886, Edmund was the first in the United States to test 
the implantation of a platinum plate into the jaw followed by 
deployment of a porcelain crown. In 1930 brothers Alvin and 

Moses Stock came up with a thread-shaped implant and used 
Vitallium as a biocompatible Cr-Co-Mo alloy. Certain types of 
implants used today are still cast from Vitallium. A few years later, 
the Italian Formigini started a new era of dental implantology by 
using bioinert tantalum as the implant material. In 1948, a new 
type of implant, the subperiosteal implant, was developed. The 
creator was Swedish dentist Gustav Dahl. Independently of Dahl, 
in 1967 the first razor titanium implant was introduced by New 
York dentist Leonard I. Linkowom. Rapid expansion of razor 
implants (Fig. 1) into the practice reached a peak at the end of 
the 1960s and early 1970s [4]. 

 

   
Fig. 1 Blade implant in 1970 and now [4]

 So far the most significant breakthrough in the field of dental 
implantology is the work of Professor Per-Ingvar Branemark. His 
beginnings date back to 1952 when he discovered the principle of 
osseointegration, the integration of an implant into bone tissue. 
According to Simunek [5], Branemark later became the founder 
of modern dental implantology. He experimented with cylindrical 
implants made of pure titanium, which showed long-term results. 

Currently, dental implants manufactured from commercially 
pure titanium and titanium alloys do not meet all the needed 
requirements, so new materials are under development, such as 
nano-structured titanium which is produced by extrusion of the 
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indicated in standards for commercially pure titanium cpTiGr 2. 
This value is represented by ultimate strength Rm which is not 
final and with gradually improving manufacturing technologies 
the Rm of nTi is now almost four times higher than cpTi, as 
well as having a lower modulus of elasticity. Titanium has the 
greatest values of Rm and density in comparison to Ti alloys or 
Ni-Co-Cr-Mo alloys. The chemical composition corresponds to 
the quality of Gr 4, containing 99% titanium and is free from 
the potential of the organism having an allergic reaction to other 
elements [15 and 16].

3. Material and experiment conditions

Experimental measurements were performed on materials: 
commercially pure titanium Ti Grade 2 (Fig. 3a), Ti Grade 5 (Fig. 
3c) which is considered as an alloy, commercially pure volume-
formed titanium (Fig. 3b) and titanium alloy TiNbTa (Fig. 3d) 
modified by volume-forming technology. The main mechanical 
properties and hardness are shown in Table 1.

Fig. 3  Microstructure of machined materials: a) nTi, b) TiGr2,  
c) TiGr5, d) TiNbTa - etch Kroll

material through a tube with constant diameter, i.e., the use of 
ECAP technology. Volume-formed TiNbTa alloys are often used 
too.

2. Design of dental implants

Commonly used conventional materials are currently being 
replaced by materials with better mechanical properties. This 
group of materials includes high chromium steels, cobalt and 
nickel alloys, titanium and titanium alloys. Titanium and titanium 
alloys belong to the group of materials that are hard to machine 
owing to their good chemical and physical properties like high 
strength, high corrosion resistance, low specific weight and high 
temperature wear resistance, along with low thermal conductivity 
which has a negative influence on the machining process [6, 7 
and 8]. 

Commercially pure titanium, unlike titanium alloys, doesn’t 
have the strength required to endure higher force loads and is 
primarily used for surface coatings and dental implants [9]. 

The advantage of titanium-based materials is that they 
are absolutely tasteless and can be a good alternative choice 
for patients with an allergy or toxic reaction to various dental 
alloys. Titanium corrosion behaviour is recommended for 
dental applications [10 and 11]. Moreover, titanium alloys are 
increasingly used for dental implants these days. 

The final chemical composition of nano-structured titanium 
depends on the initial chemical composition of the titanium 
at the beginning of the forming process, for example ECAP, 
where the structure of the formed material is transformed as 
a result of grain size reduction and thus modification to the 
mechanical properties. Therefore, these nano-structured materials 
are characterised by unique mechanical properties that have 
positive effects on biocompatibility and still maintain the required 
chemical purity, (Fig. 2) [12, 13 and 14].

Fig 2 Nano-structured titanium

The most important property is its strength. The strength of 
nano-structured titanium nTi is 3.6 times greater than the strength 
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Structural equations of F
c
 and F

f  
determined  

from the experiment Table 2

F
fn

F
f

TiGr2 F
c 
= 12.64.v

c
1.28.f 0.9.a

p
0.49 F

f  
= 6.97.v

c
1.4.f 0.62.a

p
1.46

R2 0.89 0.88

nTi F
c 
= 1005.63.v

c
0.18.f 0.88.a

p
1.07 F

f  
= 1958.75.v

c
-0.28.f 0.76.a

p
1.24

R2 0.96 0.92

TiGr5 F
c 
= 795.32.v

c
0.17.f 0.94.a

p
0.84 F

f  
= 74.74.v

c
0.64.f 0.88.a

p
0.91

R2 0.94 0.92

TiNbTa F
c 
= 127.33.v

c
0.82.f 1.03.a

p
0.95 F

f  
= 175.30.v

c
0.28.f 0.57.a

p
1.36

R2 0.91 0.9

Structural equations of F
p
 and F determined  

from the experiment Table 3

F
p

F

TiGr2 F
p 
= 1.05.v

c
1.95.f 1.1.a

p
0.94 F = 14.85.v

c
1.34.f 0.,84.a

p
0.77

R2 0.9 0.87

nTi F
p 
= 178.25.v

c
0.28.f 0.77.a

p
1.46 F = 1498.75.v

c
0.09.f 0.85.a

p
1.1

R2 0.93 0.97

TiGr5 F
p 
= 2114.31.v

c
-0.11.f 1.14.a

p
1.41 F = 738.09.v

c
0.28.f 0.94.a

p
0.93

R2 0.92 0.97

TiNbTa F
p 
= 8.47.v

c
1.27.f 0.93.a

p
1.8 F = 191.39.v

c
0.63.f 0.88.a

p
1.04

R2 0.87 0.95

The structural equations formed a core for the creation of 
a complete 3D visual display of four-dimensional functionality 
(Figs. 6 - 9).

From the output values of the total force of cutting F, it 
can be stated that the lowest values of total static force F were 

Main mechanical properties and hardness  
of machined materials Table 1

Machined 
material

Rm (MPa) Rp
0,2

 (MPa) A5 (%) HV10

TiGr2 min. 345 275 - 450 20 146

TiGr5 min. 895 min. 828 10 314

nTi 1 240 1 200 12 336

TiNbTa 917 859 10,9 233

Samples were prepared from these materials and then tested 
on a CNC machining centre HURCO WMX 30t. The experiment 
was focused on monitoring cutting forces relative to cutting 
parameters in the milling operation. Cutting conditions were 
chosen according to functional dependencies: cutting speed v

c
 

= 20 ÷ 40 m.min-1, feed f
z
 = 0.02 ÷ 0.06, depth of cut a

p
 = 0.3 ÷ 

0.5 mm. In the experiment a monolithic endmill with diameter 
4 mm was used (Fig. 4). This is a sintered carbide milling tool with 
four cutting edges with TiAlN coating.

Fig. 4 The monolithic endmill 

4. Experiment

In milling, the cross-section of the chip varies, which leads to 
significant modification of the cutting forces during the process. 
The value of the cutting forces also depends on the number of 
cutting edges and the sum of the lengths of the cutting edges 
currently in work. The total force of cutting is the sum of the 
elemental forces caused by individual cutting edges. The cutting 
forces caused by the mill-tooth on the machined material can be 
imagined as two forces (see Fig. 5): tangential force F

c
 and radial 

force F
f
 which points out of the centre of the circle at the location 

of the largest chip cross-section [13, 17 and 18].
The result of these forces is F

A
 with the same orientation as 

the vector of main cutting speed v
e
 and is called the active force. 

If the mill has oblique or helical teeth, there is an additional force 
F

p 
 in the axial direction. The sum of F

p
 and F

A
 results in the total 

force of cutting F [13 and 19].
To measure the components of cutting forces during milling, as 

well as the axial force and torque during drilling, a four-component 
piezoelectric dynamometer KISTLER type 9273 was used. 

 The values   recorded by the dynamometer were subsequently 
processed using DASY Lab software and used to contruct the 
graphical dependencies of cutting forces and time which served as 
the core for the creation of structural equations describing the effect 
of cutting parameters on cutting force components (Tables 2 and 3).

Fig. 5 Decomposition of force of cutting in helical milling [13]
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depth a
p
 = 0.5 mm the highest values of total static and dynamic 

force of cutting F can be achieved.

5. Conclusion

Based on the analysed results of experimental tests performed 
on these titanium materials, technically pure titanium and its 
alloys behave very differently in the cutting process compared to 
conventional metallic materials. 

The main task of the experiment was to obtain information 
from the machining process about the behaviour of new materials 
introduced into the field of dental medicine for the production of 
extremely thin dental implants, with emphasis on their practical 
use. The experiment aimed to examine the dynamic power ratios 
and measuring components of cutting force during milling, 
especially where static variables were monitored. 

The facts referred to in this article provide valuable knowledge 
of machining titanium and titanium alloys, which can contribute 
to the choice of the appropriate cutting conditions for machining 
these materials, considering the process intensification. The 
correct choice of cutting conditions may reduce the static and 
dynamic load of the machine-tool-workpiece-jig system, and 
thereby it is possible to increase the performance and operational 
characteristics of the products and to reduce production costs. 
These results serve as a support for solving problems in the 
manufacturing of dental implants as well as in other industries 
using titanium-based biomaterials.
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achieved with titanium alloy TiNbTa, and the highest values were 
achieved with nano-structured titanium Grade 4. From the results 
it can be observed that with the chosen moderate cutting speed 
v

c
= 30 m.min-1, moderate feed f

z
 = 0.04 mm and low cutting depth 

a
p
 = 0.1 mm the lowest values of total static and dynamic force 

of cutting F can be achieved. With the chosen moderate cutting 
speed v

c
= 30 m.min-1, moderate feed f

z
 = 0.04 mm and high cutting 

Fig. 9 Cutting force component when applying estimated cutting 
parameters for TiNbTa

Fig. 6 Cutting force component when applying estimated cutting 
parameters for TiGr2

 Fig. 7 Cutting force component when applying estimated cutting 
parameters for nTi

 Fig. 8 Cutting force component when applying estimated cutting 
parameters for TiGr5
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1. Introduction

Advanced industrial engineering (AIE) must be able to use the 
opportunities of information technology and scientific methods of 
industrial engineering. Currently, enterprises are unable to adapt to 
rapidly changing market and to increasing demand requirements, 
therefore, we focused on clarifying the possibilities for further 
development of today’s modern techniques of AIE. Industrial 
Engineering will be recognized as the leading profession whose 
practitioners plan, design, implement, and manage integrated 
production and service delivery systems that assure performance, 
reliability, maintainability, schedule adherence and cost control. 
These systems may be socio-technical in nature, and will integrate 
people, information, material, equipment, processes, and energy 
throughout the life cycle of the product, service, or program. 
The profession will adopt as its goals profitability, effectiveness, 
efficiency, adaptability, responsiveness, quality and the continuous 
improvement of products and services throughout their life cycle 
[1]. The humanities and social sciences (including economics), 
computer science, basic science, management science, highly 
developed communications skills along with physical, behavioral, 
mathematical, statistical, organizational, and ethical concepts 
will be used to achieve these ends. Both definitions are clearly 
aligned with the engineering profession as a whole. The key 
ingredients that make IE unique in both definitions concern the 
human and organizational perspectives as bodies of knowledge 
to be used in developing the desired systems.  In this paper, we 

analyze the advanced industrial engineering in next generation 
manufacturing systems. The paper is organized as follows: 
Section 1 discusses the advanced industrial engineering. Section 
2 introduces the holistic production system. Section 3 presents 
results of integration of advanced industrial engineering to the 
next generation manufacturing companies and future work. 
Section 4 gives conclusions. 

2. Advanced industrial engineering

Advanced industrial engineering (AIE) is based on the 
standard industrial engineering and pursues a goal to change 
companies by using new methods and approaches. It deals with 
the implementation of these systems and the approaches to 
manufacturing [2]. 

The significant way in advanced industrial engineering is:
1. The first such a significant way that can be expected 

in advanced industrial engineering is the development of 
information and communication technologies that will 
continue to influence all engineering disciplines, including 
the education of industrial engineers [3]. 

2. The second direction is to combine the artificial intelligence 
(AI) with robotics to create a space for the development 
of adaptive manufacturing, intelligent devices, and for the 
development of intelligent manufacturing systems [4]. 

THE APPROACHES OF ADVANCED INDUSTRIAL  
ENGINEERING IN NEXT GENERATION  
MANUFACTURING SYSTEMS

THE APPROACHES OF ADVANCED INDUSTRIAL 
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a transformation from the existing state (IS) to the target state 
(WILL BE).

In relation to the need for creating and commercializing 
innovation it is necessary to distinguish:
1. Innovative potential of the product. Products and services are 

marketable products of human labor which must be capable 
of fulfilling the requirements of a potential customer. That is 
why the first natural object of examination is the product.

2. Innovative potential of people. People are carriers of the ability 
to invent, develop and implement new products. Therefore, 
the human (humanity) is another object of the study.

3. Innovative potential of the organization. For creating 
innovation and its commercialization, it is necessary to 
obtain tangible and intangible resources. Usually the working 
environment of the organization is the environment that 
allows you to connect the innovative potential of individuals 
and working groups with innovation potential of knowledge 
networks.
In the following sections differences of innovative potential 

of the product, innovative potential of people forming those 
innovations and innovation potential of the organization are 
highlighted.

3. The holistic production systems

The systems approach is based on the view that managers 
should focus on the role that each part of an organization plays in 
the whole organization rather than deal ing separately with each 
part. It takes into account the different needs of various functional 
management areas, such as production, marketing and finance. 
For example, the marketing department might want to be able to 
sell a large variety of products, while the production unit would 
prefer to have long production runs of a few items, and financial 
managers might be mainly concerned with keeping costs as low 
as possible [11]. This interaction requires a high degree of com-
munication and the breaking down of barriers between the various 
departments and functions of an organization. The emphasis is on 
management awareness of:

Subsystems - the individual parts that make up the whole 
organization, for example a unit, department, company or 
industry.

Synergy - emphasizes the interrelationships between all the 
parts of an organization; thus reflecting the concept that the 
whole is greater than the sum of its parts. This suggests that 
departments and units in a business are more productive when 
they work together than when they operate separately.

Open and closed systems - reflect the extent to which an 
organization interacts with its environment. Companies providing 
services to the public will normally  be open systems, while those 
working within a larger organization, such as com ponent part 
manufacturers, will be more closed.

3. AIE will more and more move into consulting and service 
area at the expense of traditional production (research 
and development services, services related to the use of 
information and communication technology, management 
consulting, services related to enterprise management) [5].

4. Significant development of virtual reality and digital factory 
and their integration into design applications and make 
process of optimization in laboratory conditions and the 
following implementation in an industrial environment  very 
fast. This is a major competitive advantage [6].

5. Another change or direction which is to be expected and 
advised  to AIE problems  is a question of a new form of 
cooperation. They should use the knowledge of supply 
chain management in virtual enterprises. Get in the virtual 
factory knowledge of all partners to work together in future 
production [7].

6. It will require a synergy of networking to create added value.
7. In the future, industrial engineering will use more techniques 

of operations research with advanced base of PC models for 
production and service problem analysis [8].

8. With the expansion of e-business, companies will need more 
advanced and accurate techniques for predicting the outputs. 
These techniques are based on computer simulation [9].

9. Modern IE must be able to use the opportunities of 
information technology and scientific methods of IE. It must 
be able to work with the principles of the new Taylorism - 
human knowledge base and its manufacturing expertise. We 
also realize a new paradigm of development of industrial 
engineering.

10. The integration of man and his knowledge base in 
manufacturing processes.

That’s the premise of its success in the future. New directions 
in relation to the technology platform that is being developed in 
Europe are the basis for the development of advanced industrial 
engineering The idea of advanced industrial engineering was well 
developed by the German professor Westkamper. Advanced 
industrial engineering is focused mainly on subgroups: industrial 
networks, adaptive production and digital engineering. They 
form the core of the changes through which the European Union 
intends to increase its competitiveness [10].

Decisive role of the rapid adaptation of production depends 
on the production variability and reduced time for outsourcing. 
Requirement for adaptive production requires a high degree of 
control complexity composed into the company network.

Innovative organizational performance is contingent upon 
the development of its innovative potential. The significant 
problem in the organization is the question on how to identify it 
and subsequently quantify it.

In general, the potential characterizes the extent of 
opportunities of the object under examination which are available 
to achieve the desired effect. We understand the desired effect as 
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 For the development of new product platforms it is necessary 
to ensure mutual cooperation with partner companies to provide 
the necessary knowledge to develop new products and solutions 
on base of sharing experience [15 and 16]. At the same time the 
intention is  to develop advanced materials and new approach  to 
analysis. Simultaneously, the customer must specify requirements 
through the communication interface over which the enterprise 
will obtain documents on draft products:
• Implementation of unique information technology.
• Reliable modeling, monitoring and simulation of 

manufacturing processes.
• Reliable detection of abnormalities.
• The sustainability of production.
• Fast reconfiguration depending on the external environment.

The development of sophisticated information technology 
and intelligent control of business processes is the key to 
the humanization of human labor. The trend will accelerate 
depending on the production environment. In production it is 
necessary to use a number of information technologies with 
support of digital engineering (control systems), modeling and 
monitoring systems. In view of turbulent external environments 
it requires a high complexity of supply chain management which 
affects the development of software platforms for enterprise 
resource planning, management of finances and time efficiency 
performance of the contracts.

4.1 Digital manufacturing

The turbulent market and global competition affect the 
requirement for shorting the innovation cycle. Many enterprises 
tasks are generated as a result of these aspects and growing 
of complexity within the network cooperation. Disposition of 
product models allow more simultaneous realization of product 
development and manufacturing [17]. Consequently, the time 
which is required to construct models will be shortened and 
simulation will provide the desired results for the optimum 
adjustment of production processes.

Digital manufacturing (Fig. 2) provides effective support 
to business process in manufacturing companies. New product 
development and meeting deadlines of orders forms an essential 
application area of supporting tools for digital production.

Boundaries - in a closed system will tend to be more rigid 
than those in an open system where boundaries with the outside 
environments are constantly changing.

Flows - of information, materials and human energy which 
move through a system and  are transformed in the process into 
goods and services.

The organization must always be ready for the future, look 
for technological trends which are perspective to include to their 
policies, early prepared for the development and production in 
order to minimize time needed for introducing the product to 
market and to allow customer to start using it at the right time 
[12]. The goal of the holistic production system is especially high 
added value, competitive ability and creative innovation and share 
knowledge in manufacturing organizations [13]. 

4. Integration of advanced industrial engineering  
to the next generation manufacturing companies

Importance is placed on the ability to adjust quickly to 
the new production of existing requirements and the turbulent 
states which may be internal or external. The aim of the system 
is to maintain its competitiveness in the market through the 
production of sufficient quantities of low-cost, high products 
quality that meet customer demand. Due to the fact it is necessary 
for future generations manufacturing companies to be able to 
autonomously react to generating changes.

Enterprises need to have an integrated telecommunications 
network and information technology through which they 
can transmit the necessary information and dates within the 
organization [14]. Customers require specific and innovative 
products which can have adverse effects on the environment 
(Fig. 1). 

Fig. 1 Network architecture of future manufacturing enterprises



104 ● C O M M U N I C A T I O N S    3 A / 2 0 1 4

defined roles in meeting the corporate goals. The key technology 
is needed to build an adaptable manufacturing enterprise with 
embedded intelligence. This technology is represented by the 
agent communication infrastructure.

Intelligent control mechanism should ensure the transfer 
of data and information which subsequently perform analytical 
procedures, evaluation action and remedial activities (Fig. 3). 
The aim of the integrated control system is the sustainability of 
the production company in a competitive environment which 
includes the prerequisites. 

4.3 An intelligent learning mechanism

The mechanism is designed to educate the manufacturing 
facility for the purpose of autonomous operation (Fig. 4). The 
emphasis is on acquiring knowledge from external and internal 
environment which is necessary for optimizing the design of 
products, manufacturing processes, operations and production 
plan [18]. Output parameters are monitored by the sensory 
disposition which converts the signals into actual data values   and 
initializes activity of detection mechanism to detect abnormalities 
through a simulation model. The increasing complexity of system 
architecture may result in adverse effects on the autonomous 
control system tasks and system reliability. In view  of the 
fact that manufacturing or assembly system must be equipped 
with reconfigurability which provides quick configuration 
of maintenance system and switches generating variants by 
switching generating tasks depending on the need of production 
of a particular family of work pieces and subassemblies parts by 
adding or removing functional elements.

Fig. 4 Intelligent learning mechanism of manufacturing resources

The purpose of the reconfiguration is to change system 
functionality and ensure the scalability of production capacity. 
Based on rapid response to changing requirements and the actual 
behaviour of the manufacturing system, machines (handling 

Fig. 2 Digital manufacturing in enterprise processes

4.2 Integration of artificial intelligence

Artificial intelligence that ensures autonomous tasks 
directionally through the agent communication should be 
integrated into an enterprise system. Individual agents can 
transmit tasks and in the frame of interactive activities conduct 
evaluation activities. Mutual communication is based on priority 
rules for the realization the current transformational needs of the 

Fig. 3 The integration of artificial intelligence into enterprise 
infrastructure
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(the technical building services and the building shell). Having 
in mind the integrated process model, all involved input and 
output flow result in a complex control system with dynamic 
interdependencies between these subsystems via different 
internal and external influencing variables. Advanced industrial 
engineering cannot function without the excellence industrial 
engineers. As a result of the competitive struggle it is necessary for 
existing enterprises to adapt rapidly and flexibly to the changing 
requirements of the current market environment. In view of the 
fact it is necessary to rebuild the thought architecture of today’s 
manufacturing companies.

units) can be independently added, removed, modified and 
converted by the reconfiguration of system. The system with given 
ability may increase life of production and should offer a cost 
effective solution in the long term.

5. Conclusions

Transferring this holistic view of a production plant leads to 
main partial systems that have to be considered: product design, 
process planning (with interlinked machines and personnel 
controlled through production management), energy model 
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1. Paperless picking systems

Picking process creates in the logistics chain an irreplaceable 
role associated with the preparation and processing of orders. 
With increasing pressure on the quality and timeliness of 
deliveries, and the increasing number and diversity of picking 
items,  also  new forms of organization are developed and  new 
technologies are applied to the picking process [1].

The traditional approach is based on picking goods according 
to the documents. This principle is advantageous mainly in terms 
of its simplicity, financial cost and relative flexibility to change 
volumes of picking process. On the other hand, the need for 
repeated reading and checking the data in the documents leads to 
significant time losses and higher error rates due  to human error.

Therefore, in practice, we should start to apply paperless 
picking systems. The advantage of these systems is mainly 
in replacing the traditional paper documents by picking 
orders electronically, which allows, in combination with other 
technologies, to simplify, accelerate and improve the process 
of searching items into the picking order. An example of such 
a method of picking is called “Pick-by” systems. 

Types of ”pick-by“ systems are [1]:
1. System Pick-by-light (Pick-to-Light): This system is based 

on storage places equipped with special light panels which 
contain the lights  indicating the storage location from which 
the goods need to be picked. The navigation system Pick-by-
light is also used in reverse action, i.e. when saving assortment 
of items in the correct storage position. Then we talk about 
the so-called Put-to-light system. The system Pick-by-light 

is not suitable for large warehouses where there are large 
distances between picking items.

2. System Pick-by-voice: The picker is equipped with a headset 
(headphones + microphone) ensuring two-way communication 
between the picker and control system and portable terminal 
which is used for storing and radio transmission of information 
between the picker and control system. The system includes 
a radio transmission of information and voice recognition 
software. The picker receives from the control system 
gradually in the optimal sequence information necessary for 
picking individual order lines. After removing the item, the 
picker reports back to the managing systems the number of 
taken items, also confirms the completion of the processing 
line orders. The system Pick-by-voice puts higher demands on 
worker´s concentration (only voice information) and is not 
suitable for noisy operations.

3. System Pick-to-belt:  Items are in the required quantity 
collected from a store and placed on the conveyor which 
transports them automatically  to a packaging workplace.

In addition to above mentioned basic types of “pick-by” 
systems, manufacturers of storage and handling equipment also 
offer other types of paperless picking systems such as: e-pick, pick-
to-tote, pick-to-bucket, etc., which further modify and develop the 
fundamental principles of mentioned “pick-by” systems.

Among the new, progressive types of “pick-by” systems is 
currently classifiable the picking system known as Pick-by-vision 
[2] which represents the use of augmented reality for navigation 
worker during picking and which is currently the subject of 
intense research in terms of the technological solutions and  
suitability of its  application in industrial practice.
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3. The application of augmented reality in picking 
process

The proposed methodology for augmented reality applications 
in the process of picking the goods consists of the following basic 
steps (Fig. 1):
1. Preparation and processing of input data;
2. Proposal of the optimal picking route;
3. Proposal for navigation system using AR;
4. Selection of software and hardware resources;
5. Transformation of picking routes into the process map 

(workflow) in software for augmented reality;
6. Realization of picking process.

A more detailed description of each step of the methodology 
is presented  in the following chapters of this article.

3.1 Base of input data

To be able to pick items from warehouse by order using 
augmented reality, it is necessary to know some basic input data 
and information. A basic resource for obtaining input data is 
warehouse management system (WMS - Warehouse management 
system). Required information for picking is [6]:
1. Information about the item itself: name of the item, code 

(catalog number), the available quantity, the number of items 
on stock position, type of items (food, chemical product, 
etc.), specific handling (weight, shape, dimensions, etc.).

2. Information about the location of items, warehouse map:  
name of the center, name of the department, room, mark of 
rack or other device where the item is stored.

3. Other information that may be useful for warehouseman: 
information about the supplier (name, address, etc.), 
information about the income items (date, time, quantity, etc.), 
specific information about the items (time of consumption in 
food products, specific conditions for handling with chemical 
products, etc.), etc.

2. Augmented reality technology

Augmented Reality (AR - Augmented Reality) is one of the fast 
growing sectors of virtual reality. The basis of augmented reality 
is the ability to combine elements of the real and virtual worlds 
into a single view. Augmented reality is a technology supported 
by human visual perception. With appropriate combination of 
real and virtual objects it is possible to provide large amount of 
additional information. The condition is to preserve the link with 
the user and real environment [3].

In contrast to virtual reality, which is all modeled by 
computer, augmented reality does not replace the real world, 
but only adds selected virtual elements or objects into the real 
environment. The view can be realized through the monitor 
and the camera or using HMD (Head Mounted Display), i.e. 
equipment placed on the head [4].

In practice there are  two basic types of systems for 
augmented reality [5]:
1. Systems using position sensors and transparent display: 

position sensor sends information about the position and 
direction of the user’s perspective, the scene generator 
based on this information  displays virtual objects located 
in the user’s field of vision. Subsequently, virtual objects are 
projected on semi-transparent mirror through which the user 
sees the real scene.

2. Capturing real camera image for the registration of markers 
that indicate the position of virtual objects: a video camera 
captures the real scene and sends it to the computer, the 
software on the computer is looking for the marker. If the 
marker is found, the software identifies the type of tags, 
calculates the camera position to the marker and assigns to 
the marker image of the virtual object and then draws on 
display the resulting image of scenes – the real scene added 
by the virtual objects. 

Picking 
order data

Picking 
items data 

Picking route 
optimization

Proposal of 
AR navigation 

system

Selection of 
software and 

hardware

Transformation 
of picking route 
to AR workflow

Realization 
of picking 
process

Fig. 1 The methodology of using augmented reality in the process of picking 
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3. Route optimization of collection of items by selected 
algorithm,

4. Sorting picking items by the proposed route.

Choosing the most appropriate routes for workers´ movement 
in the warehouse during the picking largely depends on the use 
of appropriate methods. The most appropriate method seems 
to be the Traveling Salesman Problem (TSP) [8]. For solution 
of TSP we use various methods. In the view of the nature of the 
task and the restriction that the picking worker must move only 
along the aisles between the rows of shelves, the Nearest neighbor 
heuristic method (resp. Greedy algorithm) was chosen, which 
provides satisfactory results at low computational complexity of 
the algorithm. When applying the nearest neighbor method to 
the conditions for optimizing the picking route, the route always 
begins in a nodal point which represents the starting and final 
position of the process of picking. 

3.3 Proposal of navigation system using AR

The main task of augmented reality in the process of picking 
items is to navigate the worker in the warehouse in such a way 
that the worker moves by the shortest route designated in the 
previous step and also, this system provides  the worker with 
basic information necessary for elimination of errors in the 
picking process (designation of the correct item for picking, 
determination of correct amount of removed items).  

When designing a suitable navigation system with the support 
of AR, we can build on existing variants of tracking systems 
used in AR [9]: marker tracking system, 3D extensible tracking 
systems, 2D markerless tracking system, 3D markerless tracking 

One of the basic conditions for interconnection the AR 
system with WMS is the ability to extract information from the 
package which contains information system, only those, which 
are further input to software support for augmented reality [7]. 
This information must be exported to a format that the software 
for augmented reality could use as input for workflow and other 
actions. One possible solution is export to the XML (extensible 
markup language) format which is currently used as a standard for 
data exchange between applications. 

Interconnection of information system with the software 
solution for augmented reality is shown in Fig. 2 and can be 
summarized into the following steps:
1. Finding the required data in WMS - the item name, item code, 

location in the store, the available number, specifications, 
etc.,

2. Export data from WMS in a compatible format (.xml),
3. Import data in .xml format to the software for augmented 

reality,
4. Creating a scenario using AR tools - location of markers, 

position of displayed information, animation, motion, 
rotation, control of objects, etc.

3.2 Proposal of the optimal picking route

The process of picking path optimization includes the 
following steps:
1. Identifying the position of picking items in the warehouse 

(warehouse address position),
2. Assigning coordinates of storage position of each storage unit 

which includes searched item, determine the coordinates of 
the reference or zero point - the beginning of the coordinate 
system),

Costumer order 
reception

Quantity

UNIFEY DESIGN
(AR software)

Workflow

Extraction of 
important data

Status

Item nameItem ID

LocalizationSupplier Receive date

Geometry 

3D models

Tracking 

Animations

Marker system Actions

Converting to 
XML

WAREHOUSE 
MANAGEMENT 

SYSTEM

Fig. 2 Interconnection of WMS with AR
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The table presenting the order – contains items which have to 
be picked. In the beginning all lines of table are marked in red. 
After picking a particular item, its name will change from red to 
green.

Yellow arrow – yellow arrow is a directional arrow that 
indicates the direction of the nearest location of items in a row for 
picking. By following the directional arrow operator is passively 
navigated to the item. 

Green arrow – green arrow shows to the specific storage 
position from which  the item has to be picked.

Numerical information – number located above the box 
represents the number of items which have to be picked from 
a particular type of stored items.

Move for picking the next item in the list is done after 
checking the previous item has already been collected. Next step 
is displayed after pushing the confirmation button. 

3.4 Selection of software and hardware resources

For navigation through markers and displaying navigation 
elements described in Chapter 3.3 following software and 
hardware are necessary:
• Software solution – software Unifeye Design from Metaio is 

designed for displaying virtual information using augmented 
reality. It is also suitable for use in the process of navigation, it 
allows the generation of markers and includes Workflow tool 
which can create a scenario of displaying virtual objects and 
how to control virtual objects in real space.

• Hardware solution:
m portable computer which contains the Windows operating 

system and, at least, 3 USB ports and also allows the 
VGA connection to Vuzix glasses for augmented reality.

m VUZIX glasses for augmented reality. 
m handcart to store computer and picking items.

3.5 Transformation of picking route into a scenario  
of workflow for AR

An essential part of applications of augmented reality into the 
picking process is the creation of a scenario. The scenario defines 
how virtual elements added in the real scene will behave (display 
and control objects in space and time). Chosen software solution 
Unifeye Design has its own tool for creating scenarios - Workflow 
tool [11]. Workflow allows you to create a scenario by organizing 
individual blocks and creating links between them (Fig. 4). The 
resulting scenario from Workflow tool is saved as XML code.

system, geolocation tracking systems, gyroscopic tracking systems, 
combination of individual tracking systems.

In the case of the navigation system in the process of picking, 
the marker appears as the optimal tracking system that is based on 
the use of special signs (markers) in the real scene, which are used 
to determine the position of the worker and also for identification 
of virtual object which has to be added to the real scene. Marker 
tracking system works according to the principle 2 described in 
Chapter 2. 

The main reasons for the selection of marker tracking  
system [10]:
1. easy way to navigate,
2. wide support from software solutions,
3. low cost,
4. wide range of generating markers.

For navigation during the picking process, following method 
of displaying information (Fig. 3) was chosen:

a) picking order

b) navigation symbols

Fig. 3 The basic elements of the navigation system with  
the support of AR
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which direction he needs to move. The directional arrows 
are shown from two sides, from the left and the right side of 
rack, for worker’s better orientation. In addition to the yellow 
direction arrows the worker can see a green arrow pointing to 
the box from which items need to be picked and number of 
pieces showenby numerical information. 

4. After taking the item and confirmation the worker can see 
the table again where the first line changes  from red to green 
(because it  has already been picked). 

5. After confirmation the system again displays arrows and 
navigates the worker to the nearest point of picking – to the 
next item in the order list.  

6. This process is repeated until the last item is picked.

Is any item 
to be picked?

Stop

Start

Preparation of picking process:
- picking truck
- picking pallet

- computer with AR software
- glasses for AR

Loading of picking order

Selection of first item

Navigation to selected item

Picking of material item
Confirmation of picked item

Selection of next item

Fig. 5 Implementation of the picking process using augmented reality

4. Conclusion

Picking process with the support of augmented reality helps 
to short the time of finding and identification of items, it reduces 
cognition burden of workers in the process of selection, it reduces 
picking errors, increases flexibility, reliability and productivity 
and ultimately, it reduces logistics costs for picking process [12]. 
Described picking system is suitable for customized environment 
characterized by permanent change of storage places of items.  
This methodology of picking with the support of AR. was verified 
by the experimental workplace, which was built in within the 
concept ZIMS (Zilina Intelligent Manufacturing System) [13]. 
The problem of AR applications in the processes of picking 

 
Fig. 4 Example of part of scenario created using Workflow 

Basic activities that can be assigned to each block  are divided 
into the following groups:
• Camera – work with camera, camera work, its activation, 

calibration and settings.
• Geometry – work with displayed objects such as animation, 

rotation, scale, visibility, timing, loading and removing the 
object.

• Interaction – interaction of virtual objects (e.g., motion 
control or object rotation).

• Monitoring – allows you to stop the current monitoring and 
load the new configuration tracking.

• Special functions - these blocks allow the switch to full-screen 
mode, synchronization, insert music background, and more.

The scenario of picking process is always based on specific 
order picking which is transformed into an optimal picking route. 
This implies the ranking of picking items and also the position of 
each item in the warehouse which determines at each step of the 
picking process kinds of navigation symbols which are assigned 
to the markers.

3.6 Implementation of picking process with AR

The process of picking using augmented reality runs as 
follows (Fig. 5):
1. In the first step the worker takes:

• the box for picked items 
• the truck where  the computer and the box are placed,
• glasses for AR (iWear Vuzix VR920) which is connected 

to the computer.
2. After loading the picking order the worker can see the table 

which is placed on marker. The table contains a list of picked 
items arranged in the right sequence. All items are marked in 
red color, progressively, as they are picked the color changes 
from red to green.

3. After the confirmation with the button on the keyboard, 
the  yellow directional arrow appears to navigate the worker 
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of linking the picking system with automatic identification 
systems (barcodes, RFID).

requires further research especially in terms of closer integration 
of AR and WMS systems, increasing comfort of hardware 
components (wireless glasses, mobile terminal) and the possibility 
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1. Introduction

Quality of decision-making depends on the degree of 
knowledge of causal relations. Deciding on new products, services 
as well as the development and implementation of new systems 
is associated with the uncertainty and risk. It may be minimized 
if we can correctly estimate the consequences and affect the 
causes of controlled processes. However, this requires the design 
and use of scientific method for the systematic examination of 
causation and purposeful search, quantification and increasing 
the innovation potential in the organization. Only then we can 
expect a successful commercialization of innovation and success 
with the customer.

On the one hand, the system identification and quantification 
of the innovation potential of the organization and, on the other 
hand, creating an appropriate (innovative) environment in the 
organization is needed for the successful implementation of this 
process. We need the environment that will systematically create 
conditions for the generation, development and commercialization 
of innovations.

2. Innovative potential in the organization

Innovative organizational performance is contingent upon 
the development of its innovative potential. The significant 
problem in the organization is the question on how to identify it 
and subsequently quantify it.

In general, the potential characterizes the extent of 
opportunities of the object under examination which are available 
to achieve the desired effect. We understand the desired effect 
as a transformation from the existing state (IS) to the target 

state (WILL BE). In relation to the need for creating and 
commercializing innovation it is necessary to distinguish:
1. Innovative potential of the product. Products and services are 

marketable products of human labor, which must be capable 
of fulfilling the requirements of a potential customer. That 
is why the first natural object of examination is the product.

2. Innovative potential of people. Carriers of the ability to invent, 
develop and implement new products are people. Therefore, 
another object of the study is a human (humanity).

3. Innovative potential of the organization. For creating 
innovation and its commercialization, it is necessary to 
obtain tangible and intangible resources. Usually the working 
environment of the organization is the environment that 
allows you to connect the innovative potential of individuals 
and working groups with innovation potential of knowledge 
networks.
In the following sections are highlighted differences of 

innovative potential of the product, innovative potential of 
people forming those innovations and innovation potential of the 
organization.

A. Innovative potential of the product

Global markets require targeted creating of specific products. 
We are asking how the offered product suits the specific 
environment (customer) and what is expected of the product to 
succeed.  Just to answer these questions, the innovative potential 
of the product (IP

PR
) must be examined. From a systemic 

perspective, it is important to opt for such methodologies 
that continuously assess the potential because it is a newly 
created tradable product, economically efficient, environmentally 

INNOVATION PERFORMANCE OF ORGANIZATIONINNOVATION PERFORMANCE OF ORGANIZATION
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i
1
 motivation of the individual, his ability and willingness to 

cooperate, his personal interest for achieving the objective, 
courage and desire or need to create something new,

i
2
 explicit and tacit knowledge of the individual,

i
3
 working environment.

Innovative potential of defined group of people is formed 
by contributions of cooperating individuals. It can be expressed 
through the innovative potential of individual group members.

IP
PE 

= f(IP
I1
, IP

I2
, ..., IP

In
)

where:
IP

PE 
innovative potential of people

IP
Ix
 innovative potential of x-th individual,

n number of group members.

Stimulating element in maximizing the above parameters is 
the effective cooperation. Innovative potential of an individual lies 
mainly in its openness to adopt new knowledge and willingness 
to cooperate. Individual is the fountain of good ideas, but needs 
colleagues for his development and implementation of ideas.

By introducing appropriate forms of work organization (e.g. 
teamwork) we can achieve even greater increase in the synergistic 
effect of using the innovative potential of individuals.

b. Innovative potential of organization

To provide standard operation of the organization requires 
considerable effort and resources. However, if the organization 
has to develop, it is necessary to purposefully implement the 
development activities. To create and maintain an innovative 
organization is possible if significant support will be given to the 
use of existing innovative potential of individuals and groups. This 
means providing information, material and financial resources 
necessary to achieve the objectives set in relation to the use of the 
innovative potential of people.

Innovative potential of the organization is a function of all of 
its available resources. These resources can be divided into four 
basic groups, while the prerequisite for this process are sufficient 
funds. Innovative potential of organizations can be, therefore, 
expressed as follows:

IP
O 

= f(r
1
, r

2
, r

3
, r

4
)

while: z1 
> 0 /  z

2 
> /  z

3 
> 0 /  z

4 
> 0

where: 
IP

O 
innovative potential of organization

r
1 

people (IP
P
 – innovative potential of people),

friendly, ready to be produced, corresponding to the legislation 
and acceptable for people. In connection to this, it is needed to 
parametrize these conditions for success.

During the innovation projects, innovator must maximize 
the innovation potential of the product offered by maximizing 
the following parameters: marketability (p

1
), economic efficiency 

(p
2
), environmental friendliness (p

3
), technology (p

4
), legislation 

(p
5
), and culturalism (p

6
).

max IPPR 
= max f(p

1
, p

2
, p

3
, p

4
, p

5
, p

6
)

while : p1 
> 0 /  p

2 
> 0 /  p

3 
> 0 /  p

4 
> 0 /  p

5 
> 0 /  p

6 
> 0

By setting the evaluation criteria for p1-6
, it is possible to guide 

the decision already in solving the subtasks of the innovative 
project.

Innovative potential of the product is the characteristics 
of the product, which through these parameters expresses its 
possible commercialization. Innovative potential of the product 
can be increased by aligning its parameters with the anticipated 
market requirements. The condition is that none of the product’s 
parameters is in a direct violation of the anticipated market 
requirements.

As we see, we can assess the potential success of innovation 
through the key parameters that affect the global market. It is 
fundamentally a new view eliminating subjective quantification of 
the strengths and weaknesses of the product.

a. Innovative potential of people

Innovative potential of people (individuals, groups, 
humankind) refers to the possibility to invent, develop and 
implement a product that succeeds with customers. The need 
to invent is associated with creativity. Creativity means a set 
of characteristics that gives humans the ability to create a new 
product or a new process due to changes in human consciousness. 
Knowledge of the development of creativity allows for the results 
of scientific investigations in the field of psychology, medicine 
and management. Knowledge, that every creative individual 
is a carrier of innovation potential, is essential for studying 
the innovation potential of people. Innovative potential of an 
individual can be expressed as a function of three parameters i

1-3
.

IPI 
= f(i

1
,i

2
,i

3
)

while: i1 
> 0 /  i

2 
> 0 /  i

3
 > 0

where:
IP

I 
innovative potential of individual,
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The pattern of activities (provided below), aimed at efficient 
use of innovation potentially hidden in people, shows how to 
purposefully increase innovative potential of the organization.

3. Creating Innovative Climalite in Organization

The success of innovations significantly affects innovative 
environment within the organization. The following findings are 
formulated as prerequisites and context that must be accepted by 
all workers engaged in innovation activities and in a process of 
creating a suitable environment.

At present, it is necessary to work with a large number 
of activities and knowledge when managing innovations. To 
better understand the interrelations that have to be accepted in 
creating innovative environment in the organization, the three 
dimensional model is designed (Fig. 2). In that model, the 
first dimension is dedicated to activities during the process of 
innovating (in relation to the second and third dimension). The 
process can be divided into the idea generation phase (a) and 
the solving of innovation projects phase (b). Several supporting 
activities are ongoing within these stages. The second dimension 
of the model focuses on activities related to the need to obtain the 
necessary resources in order to create innovations. These are the 
human, material (including financial) and information resources. 
The last and the most problematic dimension focuses on the four 
basic spheres in which a great potential for the development of 
innovative solutions is concentrated. The results of the analysis 
in the area of specific supporting activities (for new innovations) 
taking place in any organization which can be changed and 
adjusted have led us to the proposal of four basis spheres. These 
are:
• Area of Thought –  where the philosophy and strategy 

reflecting the ways of thinking of those focused on future 
clearly belongs.

• Area of Work (Execution) – consisting especially of processes, 
work organization, methods and techniques utilized in the 
work processes.

• Area of Behavior – reflects the ability to develop the intellectual 
potential, and partnerships in a relatively open business 
environment. 

• Area of Learning by Experience – representing the 
implementation of knowledge management. 

This dimension allows us to specify activities performed by 
managers that affect thinking, working, behavior and the learning 
process of organization’s employees.

The particular benefit this model offers is that it systemizes 
activities within the above-mentioned three dimensions. This 
allows creating specific working conditions required to increase 
the involvement of workers in innovating. Moreover, the model 

r
2
 information (technology, licenses, patents, trade mark, trade 

secrets, know-how, codified knowledge,...),
r

3
 material (tangible assets, technical equipment, materials, 

energy, ...)
r

4
 funds

Innovation potential of organization refers to the ability 
of organization to coordinate the work of individuals, working 
groups and to develop links in the network of cooperating 
organizations in order to succeed with customers. To utilize the 
innovative potential of the organization it is also necessary to 
ensure the efficient organization and working environment [1].

Neither individual nor group or organization is able to 
exploit the potential of the knowledge contained in the global 
business environment by themselves. Wealth of the whole range 
of disciplines and knowledge potential hidden in the individual 
organizations cannot be used without networking and fellow 
innovators [2]. Networking and coordinated cooperation can 
strengthen the innovative potential of each of the organizations 
involved.

c. Integrated innovative potential

It is possible to present an integrated innovative potential 
through schematic representation of integration of the individual 
innovative potentials. (Fig. 1)

Fig.1. Integrated innovative potential

The individual plays a role of creativity bearer, generating 
good ideas (IP

I
). The implementation of the idea generally requires 

not only resources but also colleagues (IP
PE

). The organization 
enables efficient coordination of the work of individuals and 
groups, securing the necessary tangible and intangible resources 
(IP

O
) and active involvement in networks of organizations. 

The size of the innovation potential of the organization always 
depends both on the availability of creative individuals willing 
to cooperate, as well as their ability to actively participate in 
organization’s networks. Given this mechanism, organizations 
create products based on the new innovation potential (IP

PR
) and 

place them on the market within the global business environment.
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innovation will be reflected also in activities performed by the 
innovators. The correct information supports the courage to bear 
the risk of failure, courage necessary to build self-confidence, the 
hallmark of innovators. 

People (Pa1). Emergence of new ideas can be encouraged 
when the people will not only be referred to as the most valuable 
resource of the company, but they will actually be treated as such. 
If employees acquire new skills and come up with ideas how to 
use them, it is up to the managers to support them in doing so. 
The question of motivation and remuneration of employees is also 
closely related to this topic.

Activities performed by the employees, associated with 
working with and using new knowledge can be supported also by 
organizational measures. Sharing knowledge and ideas requires 
certain psychological readiness to open behavior and willingness 
to hand over the results of one’s work for the benefit of the entire 
organization.

Organizational and material resources (Ma1). Today, providing 
material resources and technical equipment for the workplace is 
usually not a problem [4]. The problem is their efficient use of 
innovators. A prerequisite for their proper use is that they will be 
integrated into the existing organizational structures in an organic 
manner.

If the organizational environment encourages innovation, 
allows flexible decisions, gives the time and space to study even 
seemingly unreasonable ideas, enables team work and encourages 
experimentation, then we can talk about an organizational 
environment inductive the inception and implementation of 
innovation [5].

b) Support of stage of delivering  innovative projects

Information (Ib1). The manager deciding over initiation of an 
innovation project must be aware of the fact that:
• There must be a clear link between the innovative project to 

be implemented and the business strategy. 
• He must have enough information on methodologies, 

techniques and procedures appropriate for the management 
of innovative projects. 

• Addressing innovative projects requires also knowledge of 
metrics and methods of evaluation of project success. 

People (Pb1). The philosophy of managing the company 
includes finding and utilizing qualified and creative people and 
involving them in the development of the organization. This 
approach practically manifests in the fact that company’s teams 
receive flexible goals, offering the responsible people possibility 
to take decisions in how to solve them. When granted with this 
freedom, they feel confidence in their abilities and these can be 
strongly supported by the tools of the knowledge management.

The success of innovative projects may be supported by 
involving or acquiring workers from other fields or industries. The 

provides a structure that can be continually updated, including in 
it new activities in the organizations.

Fig. 2 Activities supporting innovation [3]

In the following sections, individual activities are interpreted, 
broken down according to the model presented in (Fig. 2) and key 
notes are formulated to their breakthrough. Their understanding 
plays a serious role in achieving successful innovative processes. 

2.1 Innovative solutions in the area of thought

Thinking into the future is one of the pillars of innovation. 
The area of thought is deciding for the other area, bearing in 
mind that innovators need to especially master thinking in long 
term horizons.

a) Promoting stage of generation of ideas

Information (Ia1). Within this area senior management 
must present the meaning of innovation for the future, use 
the terminology in the area of innovation and  find suitable 
information channel. It is a way to make the employees interested 
in engaging in development of something new. If people have 
a clear idea of what innovation is and how innovation can 
improve our competitiveness, their thinking will be tuned to 
capture the stimuli (signaling) changes in both internal and 
external environments.

Shared vision, understanding of how the company shall 
evolve through innovation, coupled with genuine support of 
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• systematic search for new ideas, 
• improving relationships with our partners and customers, 
• strong involvement in innovative processes. 

Organizational and material resources (Ma2). To support 
the people in generating ideas, it is useful if they have contact 
with the surrounding environment. Important is to choose the 
right methods of technical support and appropriate processes of 
obtaining the necessary resources. 

Generating ideas is not stimulated only by the supporting 
technology. It requires creating personal contacts, visiting 
scientific meetings, internships and other similar activities.

b) Support of stage of delivering innovative projects

Information (Ib2). If we look at the proven methodologies of 
innovative project management, we can see that the quality of 
information obtained in the preparatory phase may decide over 
the success of the project. Consistent preparation of information 
and discipline in documenting this information always proves  its 
value in the later phases of the project.

People (Pb2). The actual process of delivering an innovative 
project always depends on the cooperation of team members. The 
success of the project is significantly dependant on the conviction 
in the correctness of the procedure, the mutual confidence in 
abilities of other team members and agreement that the objective 
of the project is realistic [6].

Experience with innovation projects shows that it is 
particularly important that the project team himself is convinced 
that the objectives set are correct. 

Organizational and material resources (Mb2). From the 
organizational point of view, it is important that processes 
conducive to efficient management of new product development 
from design to its marketing are in place. This requires a support 
of methodological expertise. Such methodological background 
can be provided by internal resources, or can be procured by 
hiring a specialized consulting firm. 

2.3 Innovative solutions in the area of behavior

This section focuses on those activities which have not been 
emphasized in the preceding areas, although they are necessary 
preconditions for implementation of innovative solutions.

Information (Ia3, Ib3). To obtain information possibly leading 
to exceptional ideas, it is necessary to gain different viewpoints. 
The easiest way to do so is to use informal connections to 
people from other professional fields or industries. However, 
this approach also requires people equipped with knowledge and 
training in the skill of efficient communication. Similarly, every 
active link to the research and technological community can 

necessary development of the organization’s knowledge potential 
is also supported by the concept of so-called open innovations, 
the aim of which is to activate the best minds in the external 
environment in finding solutions to complex problems.

Organizational and material resources (Mb1).  Here, the 
deciding factor is the way the executive managers think and 
emphasis on the acquisition and allocation of resources. If useful 
ideas are generated, which however are not applicable within the 
organization itself, then possibilities of how to use them within 
partner networks, sell them or protect by industrial patents should 
be sought.

The system of managing innovation projects must be flexible 
enough to allow implementation of both small (fast) and large 
(more time consuming) projects.

2.2 Innovative solutions in the area of work

In the area of work we are trying to answer the following 
question: What can be done now, in the present moment, so 
that in the future we can let something new appear or discover 
something new? The work is best organized when there are 
known and transparent processes. The level of business processes 
provides well-structured information, which can be used in the 
phase of generating ideas and also directly during implementation 
of the innovative projects.

a) Promoting of stage generation of ideas 

Information (Ia2). From the process-oriented point of view, 
the point here is to secure, preserve and distribute information 
obtained as well as related ideas that originated in the company. 
The ability to respond to the innovation stimuli coming from the 
environment and use them to benefit, requires the organization to 
have thought-through method of their transmission implemented. 
For innovators, information is a key resource. It is, therefore, 
appropriate to establish clear procedures, understandable to 
everyone in the organization, relating to: 
• evaluation of new events and developments of products, 

technologies and markets, 
• creation of knowledge databases,
• use of excellent ideas that do not fit into our business, 
• involvement of all departments in the development of new 

products and processes,
• utilization of techniques for transfer of knowledge from other 

sectors.

People (Pa2). Preparing people to behave as innovators is 
among the most important processes and it should be strived 
to achieve involvement of as many employees as possible. For 
this reason it is desirable to complement the usual processes of 
training with activities encouraging the interest of employees in: 
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what we are dealing with. Thus, we use the opportunity to learn 
also from our customers. 

It is important to understand that by solving problems, we 
are also learning. Only then we have the reason to document 
the lessons learned and reuse them later. Then, we can capture 
what we have learnt so that it can be also utilized by others in 
the organization.

People (Pa4, Pb4). Members of the creative teams look for 
internal benefits in their work. The conviction in meaningfulness 
of what we do and the ability to look back at the process 
underwent, allows us to learn from our own experience and 
consider it a part of the experiments. 

If we know that problems stimulate thought, we can 
consciously acquire habits of creative thinkers. These support 
our dispositions to utilize knowledge. Although each of us has 
the potential of creativity inherent, the development of it is tied 
to work – an active participation in the process of creating new 
things. Joint work and climate of mutual respect makes it possible 
to share ideas and enriching one another.

Organizational and material resources (Ma4, Mb4). In the 
present time we have the opportunity to solve problems and 
learn not only in the real environment of our organizations, but 
we can also benefit from virtual working environments [7]. This 
allows us the use fundamentally new way of exploring options of 
innovative solutions.

4. Conclusion

Organizations are looking for opportunities to increase their 
efficiency and competitiveness in world markets. Innovations 
crucially contribute to this. But the problem is how to mobilize 
organization’s performance to support the creation and 
commercialization of innovative solutions. This paper has focused 
on this area and presented a possible approach for evaluation 
of innovative potential of organizations and presented a three-
dimensional model illustrating the complex linkages in the 
process of innovating.

The aim of the proposed model was to create a structure of 
the system supporting innovative environment that is necessary 
for successful innovation processes in the organization. To create 
innovative environment, we can certainly use more approaches 
and processes. The presented model was based on the study of 
the available innovation theories, presented experience from 
innovative practice and own knowledge verified in practice.

generate ideas that are not only results of joint efforts, but also 
offer the possibility to achieve and deepen mutual respect. 

People (Pa3, Pb3). Equipping the staff with proper knowledge 
for innovation is a key issue to address by managers in an 
innovative organization.

The development of intellectual potential can be achieved 
by specifically targeted education and training. To specify 
professional skills and qualification levels of already existing job 
functions, organizations establish standardized routine processes. 
The real problem is how to determine what knowledge will be 
needed in the future. 

For that reason, the training of organization’s managers 
should focus on skills of leadership and developing and supporting 
creativity within the organizations human resources.

Organizational and material resources (Ma3, Mb3). In 
addition to properly established organizational environment that 
allows creating and maintaining highly creative teams, sufficient 
attention needs to be given to remuneration. Even the most gifted 
and devoted employee is a human whose efforts, ideas and results 
achieved need to be appreciated. 

All our knowledge about motivation  will be useful to us, 
only if we try to understand  what actually is for innovators most 
rewarding way to appreciate their accomplishments. 

2.4 Innovative solutions in the area of learning

Traversing the proposed model (Fig. 2), we have moved 
from the level where the basic direction is determined (area 
of thought), through processes to people and the behavior of 
innovators – and now we reach the area of learning by experience.

In general, we learn by studying the already available 
knowledge and performing experiments. 

By solving problems, those involved themselves learn in the 
process and if they are capable of transmitting this experience to 
others - sharing  knowledge takes place.

A part of this learning is a fundamental change or shift in 
thinking. By learning, people expand their capacity to create.

When in stages of generating ideas and delivering innovation 
projects, the focus should be on those activities that facilitate 
development of a learning enterprise.

Information (Ia4, Ib4). To gain ideas and overview, it is 
necessary to look further, beyond the borders of the given field 
or industry. We try to identify and understand the needs of our 
customers who can provide us with new insights and inputs for 
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1. Introduction

Due to increasing requirements on the quality of castings, 
final fatigue properties and due to the pressure on price of final 
castings, it is necessary to search compromises in the casting 
production from secondary alloys with the presence of various 
impurities. A basis for initiating this work was lack of theoretical 
knowledge of using secondary Al-Si-Mg alloys with higher amount 
of iron and its appropriate and efficient elimination in production 
of demanding casting for automotive industry by serial conditions 
[1 - 3].

The increased content of iron in aluminium alloy has 
a consequent exclusion of intermetallic phases in various forms 
which affect the final quality and durability of castings. The 
adverse effect of iron on the final properties of the casting is that 
it greatly affects the mechanical properties [4 and 5].

Iron cannot be removed from melt by conventional 
procedures, but it is possible to eliminate the adverse effect 
by adding some elements which affect the exclusion of iron 
intermetallic phases in the less adverse form. The input to solve 
this problem was detection that in the literature are a number of 
elements (e.g. Mn, Cr, Ni, V, Zr, Co) which affect the exclusion of 
iron based phases, but their using in practice is neither widespread 
nor implemented [6].

Chrome occurs as impurity in commercially available master 
alloy, in the range from 5 to 50 µm, provides strength at room 
temperature and slightly increases the ductility. The presence 
of Cr phases Al

13
Si

4
(CrFe)

4
and Al

2
Si

8
(CrFe)

5 
can increase 

brittleness [7 - 9].

Using chrome, a similar effect on the exclusion of phases was 
observed as with manganese, but without a clearer microstructural 
explanation. The presence of chromium, together with iron and 
manganese can cause the exclusion of so-called ”,sludge” particles 
[10].

2. Experimental work

2.1 Experimental notes

Experimental melts were executed at the Department of 
Technological Engineering, University of Zilina. Metal was 
melted in an electrical resistance furnace T15, controlled by PID 
regulator CAL 3200 in a graphite crucible treated by protective 
coating. Individual casts consisted of creating four samples 
poured at a temperature 760 ± 5 °C. Melt was not refined and 
was without addition of a modifier or grain refiner. The only 
operations during melt preparation were stirring and oxide film 
removal from the melt surface. Melt was poured into a metal mold 
with minimal temperature of 100 °C. 

AlSi7Mg0.3 cast alloy was used as an experimental material. 
The chemical composition of the used alloy is shown in Table 
1. This alloy finds applications in automotive, aerospace and 
general engineering industries due to its excellent combination 
of properties such as good fluidity, low coefficient of thermal 
expansion, high strength-to-weight ratio and good corrosion 
resistance. This foundry alloys have excellent tensile and fatigue 
properties and also good corrosion resistance. 

POSSIBILITIES OF ELIMINATING THE HIGHER AMOUNT 
OF IRON IN SECONDARY AlSi7Mg0.3 ALLOY BY CHROME
POSSIBILITIES OF ELIMINATING THE HIGHER AMOUNT 
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Mag. 200 x and 500x, etching 20 ml H2SO4 + 100 ml H2O
Fig. 1 Microstructure of alloy with higher amount of iron

Certain amount of AlFe10 master alloy (deliberate 
“contamination”) was added to experimental alloy to increase the 
iron content. The main aim was to increase the iron content in 
alloy so that the amount would be close to the maximal allowed 
content by customer specification for automotive components 
made from secondary alloys AlSi7Mg0.3. The amount of AlFe10 
added to the basic AlSi7Mg0.3 was 70000 ppm of the total batch. 
The chemical composition of alloy with a higher amount of iron 
is shown in Table 2.

Influence of the iron amount on the microstructure and 
shape of intermetallic phases was studied by the classic black 
– white contrast method. Sample preparation and execution 
of metallographic image was done in a standard way for the 
evaluation of intermetallic phases in aluminum alloys. Evaluated 
samples were etched by 20 ml of H

2
SO

4
 + 100 ml of H

2
O. Images 

of alloy microstructures were obtained by the light microscope 
NEOPHOT 32. In Fig. 1 is shown microstructure of a sample 
from melt with a higher amount of iron. The structure consists 
of silicon eutectic, dendrites of α – phase excreted in the form 
of white units and black areas as iron based particles. The 
impact of the iron on iron based particles themselves is visible 
in the microstructure. The average length of these particles was 
approximately 37 µm. 

To influence the segregation of iron based phases a master 
alloy AlCr20 was used. Different amounts of master alloy AlCr20 
were added to the alloy with a higher amount of iron: 0.5 % (melt 
No. 2), 1 % (melt No. 3) and 1.5 % (melt No. 4).  The chemical 
compositions of these melts are in Table 3. 

Chemical composition of AlSi7Mg0.3 cast alloy  Table 1

Elements Si Fe Cu Mn Mg Ni Cr Pb Ti Zn Sb

[wt. %] 6.93 0.1204 0.0036 0.0037 0.3896 0.0042 0.0011 0.0033 0.1141 0.0083 0.0001

Chemical composition of AlSi7Mg0,3 cast alloy after addition of iron Table 2

Elements Si Fe Cu Mn Mg Ni Cr Pb Ti Zn Sb

[wt. %] 6.49 1.280 0.053 0.092 0.349 0.034 0.087 0.006 0.113 0.027 < 0.0004

Chemical composition of melts after addition of master alloy AlCr20 Table 3
a) 0.5 % Cr

Elements Si Fe Cu Mn Mg Ni Cr Pb Ti Zn Sb

[wt. %] 6.41 1.737 0.054 0.128 0.330 0.080 0.289 0.006 0.111 0.027 < 0.0004

 
b) 1 % Cr

Elements Si Fe Cu Mn Mg Ni Cr Pb Ti Zn Sb

[wt. %] 6.43 1.733 0.055 0.128 0.324 0.081 0.411 0.006 0.110 0.027 < 0.0004
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Mag. 200 x and 500x, etching 20 ml H2SO4 + 100 ml H2O

Fig. 3 Microstructure of alloy with 1 % Cr

Taking a closer look at the chemical composition we can see 
an increasing amount of iron content with increasing amount 
of AlCr20 alloy. In all the cases there was an increase of iron 
content over 1 % Fe which is the maximum allowable content 
for this type of alloy. With the increasing amount of iron, the 
iron based particles also changed. In Figs. 2, 3 and 4 are shown 
microstructures of samples from melts with a higher amount of 
iron and with addition of AlCr20. 

 

Mag. 200 x and 500x, etching 20 ml H2SO4 + 100 ml H2O

Fig. 2 Microstructure of alloy with 0.5 % Cr

Chemical composition of melts after addition of master alloy AlCr20 Table 3
c) 1.5 % Cr

Elements Si Fe Cu Mn Mg Ni Cr Pb Ti Zn Sb

[wt. %] 6.45 1.654 0.055 0.119 0.347 0.081 +0.472 0.006 0.109 0.027 < 0.0004
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Fig. 5 Cooling curves graph of melting without addition of AlCr20

Fig. 6 Cooling curves graph of melting with 0.5 wt. % of AlCr20

Fig. 7 Cooling curves graph of melting with 1 wt. % of AlCr20

Fig. 8 Cooling curves graph of melting with 1.5 wt. % of AlCr20

     

Mag. 200 x and 500x, etching 20 ml H2SO4 + 100 ml H2O

Fig. 4 Microstructure of alloy with 1.5 % Cr

 In the mentioned figures we can see the change of iron based 
particles and their length. With increasing amount of AlCr20 
master alloy, the length of iron based particles decreased. In case 
of 0.5 % Cr, the length of iron based particles was approximately 
19.6 µm, in case of 1 % Cr was approximately 11 µm and in case 
of 1.5 % Cr was approximately 16.6 µm. It is also possible to see 
the presence of new particles which are not in shape of long thin 
needles. 

 Thermal analyses (Figs. 5, 6, 7 and 8) were recorded from all 
the melts. By evaluating the solidification curves it is impossible 
to see the exclusion of iron based phases, therefore, the first 
derivation of curves was made according to solidification time. In 
graphs we can be see the influence of different amounts of Cr in 
alloy and its influence on temperature of primary crystallization 
and also on temperature of eutectic reaction. In this area 
exclusion of iron based phases affected by chromium also occurs. 
To measure the solidification curves two thermocouples located 
in the sample mould were used; one at the wall and one at the 
centre. The use of the ∆T curve allows identification of minor 
precipitation events that evolve only a small amount of latent heat 
and are, therefore, otherwise difficult to see on the derivate curve.
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3. Conclusions 

The goal of the article was to evaluate the effect of chrome 
in secondary alloy AlSi7Mg0.3. It is possible to conclude that 
high chrome content has detrimental influence on microstructure 
– occurrence of very thick and long iron based β (Al

5
FeSi). 

Presence of AlCr20 has also impact on the occurrence of other 
phases whose chemical composition will be examined by EDX 
analysis in further work. Addition of chrome increases tensile 
strength and decreases elongation; however, even higher amount 
of chrome decreases tensile strength. Therefore, we can say that 
chrome can be used as iron corrector in secondary aluminium 
alloys. 
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For all the samples tensile strength and elongation were 
evaluated. The tensile test was performed on a tensile machine 
WDW - 20 in the laboratory of mechanical tests, University 
of Zilina at 22 °C. Results of tensile strength and elongation 
measurements are presented in Table 4.

Results of tensile strength and elongation before and after  
chrome addition  Table 4

Alloy Tensile strength [MPa] Elongation [%]

AlSi7Mg0.3 170 1 – 2

0 % Cr 167 0.93

0.5 % Cr 170 1.03

1 % Cr 173 1.26

1.5 % Cr 161 1.11
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1. Material characteristic and diameters of the bearing 
rings
      
As an experimental model the outer bearing ring (Fig. 1) 

was chosen. This ring is made of modified bearing steel named 
100CrMnSi6-4 whose chemical composition is in accordance 
with ISO 683-17 shown in Table 1. Thanks to alloying elements, 
this modified steel has increased hardenability compared to the 
basic steel 100Cr6 which is used for producing thin wall bearing 
rings and glands.

The 100CrMnSi6-4 steel is used for production of bearing 
rings of a diameter exceeding 30 mm, bearing balls, tapered 
rollers, barrels with diameters up to 35 mm and rings with wall 
thickness up to 45 mm. Interval of austenitizing temperature 
for hardening is from 830 to 870 °C. The quenching process 
takes place in a mineral oil to achieve the desired hardness 
values. Usual tempering temperatures are from 150 to 180 ° C. 
Manufactured rings prescribed hardness after quenching min. 
64 HRC hardness and after tempering 59+4 HRC. Maximum 
allowable roundness after quenching is 0.2 mm recommended by 
the manufacturer [4 and 5].

Fig. 1 Parameters of the experimental bearing ring
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The roller bearing is a component which helps to reduce friction on relative rotational or sliding movements of the machine parts. Nowa-
days, there are many kinds of rolling bearings whose production is constantly improving due to increasing demands on the mechanical proper-
ties and durability. An important and necessary step in the production of rolling bearings is the heat treatment. Technological heating process 
must be created rationally for the required mechanical properties such as hardness, toughness and also dimensional accuracy all with respect 
to the economic efficiency. Because of the economical demands, simulation software is increasingly beginning to be used in the projection of 
heat treatment. This simulation software can predict metallurgical and mechanical properties of components after heat treatment, and thus 
it is easier to select the optimal material design, heat treatment process and it can possibly identify construction deficiencies in the selected 
part. For simulation of the heat treatment the SWYSWELD software from ESI group was used. As the output value after the simulated heat 
treatment (quenching) was hardness, composition of microstructure, roundness and residual stresses. These results of the simulation were then 
compared with the real measured values [1, 2 and 3].
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4. Creating the 3D model for simulation

For the simulation of heat treatment of the outer ring the 
input parameters of a real technological process were used. First, 
it was necessary to create a model that had a defined volume. 
The volume consists of grids that are important for simulation. 
It is, therefore, necessary to define the density of these grids. The 
higher the density is, the more accurate the calculation is, but also 
time-consuming. When the volume of the outer ring was finished 
the surface of the model had to be defined. The surface of the 
model also consists of grids for heat transfer simulation (Fig. 2). 
It is necessary to know what features or what part of the model 
(the ring) is the most important for the results. In this case it is the 
surface layer. Therefore, the density gratings in the surface layer 
must be greater than the whole volume of the outer ring (Fig. 3). 
The coating has a thickness of 0.1 mm and consists of five other 
layers. Other layers have a thickness of 0.5 mm. For the computer 
simulation of mechanical processes there is a need to define trhee 
points of the model. The first point is anchored in all three axes. 
The second point is anchored in two axes and the last in only one 
axis. Diagram of the model is shown in Fig. 4.

Fig. 2 3D model of the outer bearing ring

2. Short description of the simulation software 
SYSWELD

The SYSWELD software is designed to simulate and evaluate 
different methods of welding and heat treatment which works 
on the finite element method (FEM). The program can simulate 
volumetric and surface heat treatment and thermo-mechanical 
heat treatment (carburizing, nitriding and nitro-carburizing). The 
calculation of SYSWELD software is divided into two stages. 
The first stage contains thermo-metallurgical calculation and the 
second stage mechanical calculation. Thermo-metallurgical part 
analyses the calculation of non-stationary temperature fields, 
phase transformation, hardness structure or austenitic grain size. 
Mechanical analysis follows the thermo-metallurgical analysis and 
allows the calculation of waveforms of stress tensor components, 
the value of principal stresses, analysis of the spatial stress 
conditions according to the HMH theory and also Tresc analysis 
of shear stresses. Simulation (calculation) is based on measured 
data which form the internal database. These data are specific for 
each material, and depend on the chemical composition of the 
material [1, 6 and 7].

3.  Heat treatment parameters of the outer ring

During the heat treatment of the outer ring the standardized 
parameters recommended by the manufacturer were used. These 
parameters were taken from the CCT diagram and tempering 
diagram for 100CrMnSi6-4 bearing steel.

Heating of the outer ring took place in the intermediate 
chamber furnace with protective atmosphere. Austenitizing 
temperature was carried out at 850 ° C for 20 minutes, but when 
moving the ring by belt elevator the temperature dropped to 
10 ° C. As a quenching medium the quenching oil Marquench 
875 was used. After completing the quenching process, the ring 
was put into the tempering furnace at a temperature of 190 ° C 
for about 120 minutes. These are the basic parameters that are 
needed for the SYSWELD software to make the simulation of 
the heat treatment. More detailed information is not necessary 
for the numerical simulation because the software can´t take this 
information into account [1 and 7].

Chemical composition of 100CrMnSi6-4 bearing steel  Table 1

C Cr Mn Si P S Ni Mo

0.9-1.05 1.4-1.65 1-1.02 0.5-0.7 Max. 0.03 Max. 0.025 Max. 0.3 0-0.1
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that hardness has the same values in the whole volume of the 
outer ring. The average value of the simulated hardness was not 
higher than 58.8 HRC. Another output data from the simulation 
was the microstructure [10 and 11].

Figure 6 shows the microstructure which contains martensite 
and Fig. 7 residual austenite. Percentage representation of 
martensite and residual austenite is approximately 77% - 23%. The 
large presence of residual austenite is due to the fact that the outer 
ring was simulated after quenching. In the real process of thermal 
heat treatment the outer ring would undo tempering and the share 
of residual austenite would tumble down. The output of stresses 
and deformations in numerical simulation is roundness of bearing 
rings which is a consequence of uneven distribution of stresses 
(Fig. 8) during the quenching of rings. Roundness in most cases 
can be removed by grinding, but when the roundness is very high, 
it is unable to remove it. Numerical simulation in this case shows 
relatively high roundness which can be a consequence of slots 
that are turned around the rings (Fig. 9). The value of roundness 
by numerical simulation is 93 μm. All the results of numerical 
simulation represent non-tempered state because tempering can´t 
be simulated by this software [12 and 13].

Fig. 5 The result of heat treating simulation focused on hardness

6. Real measured values of the outer ring

Hardness of the experimental ring was measured by 
the Rockwell and Vickers method on certified devices. The 
measurement procedure of Vickers method consists of placing 
stitches perpendicular to the axis of the ring. This measurement 
was repeated three times at random locations on the surface 
of the outer ring. The average value of hardness on the surface 
of the outer ring was 734 HV1/10. Rockwell hardness was 
measured on the front side of the ring. Its average value was not 
higher than 60 HRC. Microstructure of the ring was etched with 

Fig. 3 Cross section of the outer ring and the representation of the 
surface layer 

Fig. 4 Scheme of the outer ring in the SYSWELD software

After creating the model and selecting the material properties 
from the internal database, all input data were entered into the 
application HT (heat treatment) consultant which is part of the 
SYSWELD software. We focused on two parts of the computer 
simulation. First part consists of thermo-metallurgical analysis, 
the second part of mechanical. These two parts were selected 
because of the comparison of microstructure and hardness with 
the real measured values [8 and 9].

5. Results of the computer simulation

The most important results emerging from the heat treating 
simulation in SYSWELD is hardness, microstructure, deformation 
and residual stresses after quenching. From Fig. 5 it is obvious 
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Fig. 10 Values of roundness

picric acid and observed on a light microscope. Figure 11 shows 
the microstructure in which martensite forms the greater part 
and retained austenite the lower part. Carbides are uniformly 
distributed (white dots). Roundness of the outer ring was 
measured using a 3D measuring apparatus, in two perpendicular 
diameters in the same ring plane. Roundness values are shown 
in Fig. 10.

Fig. 8 Result of residual stress simulation

Fig. 9 Result of roundness simulation

Fig. 6 Percentage representation of martensite in the microstructure

Fig. 7 Percentage representation of residual austenite  
in the microstructure
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of material 100CrMnSi6 - 4 with the actual measured values. 
Roundness of the ring came to 93μm. The values of actually 
measured roundness were from 30 to 40 μm. That means these 
values from real measurement were from 0.05 to 0.06 millimeters 
smaller than simulated. When comparing the microstructure and 
hardness of the true values, these simulated results are close to 
reality. It should be noted that the ring is not the final product 
of heat treatment because it has to be tempered to reduce 
distortion and residual austenite after hardening, together with 
a reduction of hardness. The measured values indicate that the 
calculation program SYSWELD can be used to simulate the 
heat treatment for the purpose of predicting the values such as 
hardness, microstructure and roundness in the process of cooling. 
The roundness may contain extreme values in some rings [14, 15 
and 16]. 
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Fig. 11 The microstructure of the 100CrMnSi6-4 bearing steel, 
Magnification 1250x. 

7. Conclusion

The aim of this experiment was to compare the results from 
simulation of heat treatment of the outer ring which was made 
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1. Introduction

Welding is extensively used as a principal method 
of fabricating and assembling numerous metal products in 
shipbuilding, construction aviation, and automotive industries. 
One of the popular arc welding processes is manual metal arc 
welding (MMA) that has been applied in a wide range of plate 
thicknesses due to its ease and relatively high productivity. 
Welding is considered one of the most efficient, dependable, and 
economical means of fabrication to join metals permanently. 
However, distortion emerges as a result of the welding process 
which adversely affects the dimensional accuracy and esthetical 
value, which in turn can lead to expensive remedial work, 
which increases the overall fabrication costs [1]. Deformation 
in a welded part occurs due to non-uniform expansion and 
contraction of the weld metal and adjacent parent metals caused 
by complex temperature changes during the welding process. In 
addition, the deformation resulting from the welding process can 
also induce residual stress, which may significantly influence the 
structural performance of the welded structure [2].

Multipass butt is widely used in bridge construction. To 
minimize production cost, it is important to understand the 
distortion behaviour of multipass welding, which can be predicted 
by using simulation approach. The computational analysis can be 
used to achieve good welding quality and effective welding design 
in bridge construction [3 and 4].

2. Simulation system SYSWELD

SYSWELD integrates effects linked to metallurgical 
transformations in the thermal, mechanical and hydrogen diffusion 
analysis process. Simulation is broken down into a number of 
successive steps due to the modular aspect of the product. Figure 
1 illustrates interaction between the various modules, with the two 
principle modules shown shaded. The electromagnetism module 
is used to compute current densities, and thus determine Joule 
effect power dissipation. Typical applications for this module 
include induction heating. It should also be noted that a powerful 
link has been developed between the thermo-metallurgical model 
and the electro-kinetic model, for simulation of processes such 
as spot-welding. The hydrogen diffusion computation module, 
with integration of trapping effects, is also of major interest for 
the study of cold cracking of steels following welding process [5].

Simulation is consequently conducted in a number of 
successive steps (with the results of one step forming input data 
for the following step):
-  thermal and metallurgical computation (determination of 

thermal cycles and metallurgical phase proportions according 
to space and time),

-  mechanical computation (stresses and residual strains),
-  computation of hydrogen diffusion, integrating the effect of 

temperature, stresses and traps (reversible or irreversible) [6 
and 7].

EXPERIMENTAL MEASUREMENTS AND NUMERICAL 
SIMULATION OF BRIDGE CONSTRUCTION WELDING 
AT LOW TEMPERATURES
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SIMULATION OF BRIDGE CONSTRUCTION WELDING 
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This article describes experimental measurements and welding simulation by welding of bridge construction with thickness 30 mm. The 
welded bridge plate was made from steel S355. Welding was carried out at low ambient temperature. Welding parameters and temperature 
cycles were measured during welding. Deformations of welded construction were obtained using optical system TRITOP before and after 
welding process. Experimental results except for deformations were used as boundary conditions for FEM simulation in SYSWELD. Tempe-
rature cycles, angular deformations and residual stresses were computed. The values of computed and measured angular deformations are 
almost identical. It follows that SYSWELD is able to predict angular and linear deformation with a good accuracy. 
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sample during welding process. Welded joint was made by MMA 
method (111 according to STN EN ISO 4063) at the ambient 
temperature about -10 °C. Made weld consists of 26 weld beads 
from which 11 were deposited in PE position and 15 in PA 
position (in terms of STN EN ISO 6947). The welding sequence 
of individual weld beads is shown in Fig. 3.

 
Fig. 3 Scheme of weld edge preparation (up) and welding  

sequence (down)

The sample was preheated by oxyacetylene flame to the 
temperature 180 °C before welding process and interpass 
temperature was maintained at temperature 300 °C during 
welding. Electrode CONARC 49 (E 46 3 B 32 H5 according to 
STN EN ISO 2560 standard) was used as filler material.

3.2 Experimental measurements

Experimental measurements can be divided into two parts:
• measuring of welding parameters and thermal cycles during 

and after welding,
• measuring of displacement in chosen points due to welding 

influence - thermal expansivity of material caused by change 
of ambient temperature [9].

Fig. 1 General architecture of SYSWELD [8]

3. Experimental part

At the experimental part of article experimental measurement 
at the welding process and simulation of steel sheet with 
30 mm thickness welding at the low temperature are described. 
Experiment was focused to observe deformational influence of 
welding and thermal expansion of material to the welded part.

3.1  Experimental sample

Experimental sample was made of steel S355J2G3 with 
chemical composition specified in Table 1.

The sample was composed of two parts with dimensions 
of 1320x450x30 mm   (Fig. 2). The sample was welded by 
asymmetrical double-V-groove weld according to WPS protocol.

Fig. 2 Experimental sample

Scheme of weld edge preparation is shown in Fig. 3. 
Experimental sample was after tacking exposed to influence of 
negative ambient temperatures. Exterior ambient temperature at 
winter season was used to achieve negative temperature of the 

Chemical composition of steel S355  Table 1

Chemical composition of steel S 355 (%)

C Si Mn Cu Al Cr Mo Ni V Ti Nb P S

0.166 0.375 1.440 0.017 0.044 0.050 0.004 0.034 0.049 0.003 0.003 0.018 0.005
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Fig. 5 Thermal cycles of thermocouples T0, T6 and T10 for the first 4 

weld beads

Sample for macrostructural analysis was prepared from made 
weld. Macrostructural evaluation was in compliance with STN 
EN 1321 standard. Individual weld beads and their heat affected 
zones can be observed on macrostructural photography (Fig. 6). 
Macrostuctural photography has also served as a background 
for macrostructure digitalization, which is important initial 
parameter of simulation.

Fig. 6 Macrophotography of welded joint, etch. 5 % Nital

3.2.2 Measuring of displacement

Deformations of welded plates were measured by optical 
system TRITOP. This system measured displacement in properly 
chosen points. Displacement of points was measured 4 times. 
The first measurement (M1) was performed after tacking the 
sample in the manufacturing hall. The ambient temperature 
was about 20 °C. The sample was exposed to influence of 
negative ambient temperature after that measurement. When 
the sample temperature was steady in whole volume at about 
-10 °C, the second measurement (M2) was performed. Third 
measurement (M3) was performed after welding and stabilizing 
the temperature at about -10 °C. The last measurement (M4) 
was realized in the hall where ambient temperature was about 
13 °C. Based on measurements of individual point displacements 
angular deformation of welded plates was analysed. Location 
and identification of analysed planes formed by three points are 
shown in Fig. 7. 

Welding parameters and thermal cycles were measured by PC 
that allowed observed values on-line. Measuring system TRITOP 
was used to determine displacement of selected points [9]. 

3.2.1 Measuring and examination of thermal cycles

Thermal cycles were measured by 16 thermocouples. The 
points where the thermocouples were placed, allowed detailed 
time description of thermal fields near the weld during and after 
welding when the experimental sample was cooled (Fig. 4). 

 
a) upper view

b) cross-section view

Fig. 4 Location of thermocouples on the welded plates

Thermal cycles recorded by thermocouples T0, T6, T10 (Fig. 
5) were analysed to better comparing of thermal cycles obtained 
by experiment and simulation. Characteristic parameter T

max
 was 

determined for the first 4 beads. Maximal temperature T 
max

 of the 
cycle is the most appropriate characteristic parameter of thermal 
cycle to verify the accuracy of the simulation (Table 3).
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Fig 8 Finite element mesh of 2D model

 
2D Gaussian heat source was used for material preheating 

and Goldak’s double-ellipsoidal heat source was used for 
simulation of welding. Parameters of heat source models were 
defined separately for preheating and for each weld beads. 
Welding process was simulated at ambient temperature -10°C. 
Heat exchange from material to atmosphere had to be modified. 
Heat flow coefficient for this purpose was q = 10 W.m-2. 

4.2 Thermal analysis results

The thermal analysis was computed after definition of initial 
parameters for welding. Simulation thermal fields of beads 
corresponded with real thermal fields of beads, which can be 
observed on macrophotography. Thermal cycles were generated 
at the same points as thermocouples were placed on the sample 
(Fig. 9). Maximal temperature T

max
 of three thermal cycles was 

determined for four weld beads from experimentally measured 
and simulated thermal cycles. Its values are in Table 3.

Angular deformation of sample were computed as the 
difference between the individual measurements (Table 2).

Angular changes between analysed planes Table 2

Angular 
change

Compared measures

M2 - M1 M3 - M2 M4 - M3

ΔΦ
1,5

 (°) -0.046 -0.033 0.01

ΔΦ
2,6 

(°) -0.095 0.027 0.01

ΔΦ
3,7 

(°) 0.051 0.027 -0.017

ΔΦ
4,8 

(°)     - 0.217 0.174

Maximal angular deformation of welded plates was detected 
between planes 4 and 8 with dimension 0.217°. 

4. Numerical simulation of welding at low temperatures
 
Based on experimental findings the numerical simulation in 

programme SYSWELD was processed and obtained results were 
verified with measured results after welding. 

4.1 Definition of initial parameters of simulation 
 
Some simplifications were done at the numerical model 

because of wide dimensions of the real sample. Symmetrical 
2D model was used for numerical simulation. Symmetrical axis 
of model is identical to the vertical axis of the weld. Digitized 
macrostructure was created in AutoCAD software and then 
was converted to FEM mesh (Fig. 8) in programme Visual  
MESH [10]. 

Material and physical properties were generated from 
SYSWELD database for material S355J2G3. 

Fig. 7 Location of analysed planes and angles on welded plates
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Fig. 10 Von Mises residual stresses of weld construction
 
To better compare measured and simulated welding 

deformations, angular deformation were computed. Computation 
of angular deformation was based on displacement in Z axis of 
chosen points and total length of metal sheet model (1,321 mm). 
Values of angular deformation after simulation of welding are 
listed in Table 4.

Angular deformation values obtained by simulation in 2D 
symmetrical model represent only half of real deformation value. 
Resulting value of angular deformation is 0.212° which is in good 
agreement with experimentally obtained deformation (0.217°). 

5. Conclusion
 
This article describes experimental measurements and 

numerical simulation during welding of bridge construction at low 
temperatures. Results of thermal cycles and weld macrostructure 
were used as boundary conditions for the simulation in 
SYSWELD. Residual stresses and angular deformation were 
calculated. Calculated angular deformations were almost identical 
to the experimentally measured deformations by optical system 

 
Fig. 9 Thermal cycles of simulated welding process

Values of parameter T
max

 obtained by simulation and 
experiment reached a good agreement. The maximal deviation 
between experiment and simulation was 18.4 %.

4.3 Mechanical analysis results
 
Mechanical analysis of welding allows getting information 

about values and distribution of longitudinal, transversal, 
residual stresses by von Mises and deformation of weldments. 
Residual stresses by von Mises in weld construction computed 
in SYSWELD are shown in Fig. 10. The maximal value of 
residual stress in specific node was 1,018 MPa. This value is only 
approximate because it was calculated just for discrete node. 
Location of this maximal stress value was in the weld root.

Parameter T
max 

of three thermal cycles for four weld beads  Table 3

T
max

 (°C)

Weld bead

1 2 3 4

Thermocouple Thermocouple Thermocouple Thermocouple

T0 T6 T10 T0 T6 T10 T0 T6 T10 T0 T6 T10

Simulation 255.3 469.4 255.0 168.5 343.2 168.0 164.7 259.3 164.2 166.5 261.3 165.8

Experiment 240.5 240.9 193.8 231.9 357.6 175.6 202.2 270.9 158.9 198.2 256.1 153.8

Angular deformations obtained by simulation  Table 4

Angular deformation

Layer 1 2 3 4 5 6 7 8

Bead 1 2 3 4 5 6 7 8 9

Deformation(°) 0.074 0.851 0.559 0.299 0.084 -0.095 -0.254 -0.382 -0.473

Layer 9 10 11 12 13 -

Bead 10 11 12 13 14 15 16 17 -

Deformation (°) -0.478 -0.349 -0.217 -0.119 -0.063 0.019 0.036 0.106 -
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1. Introduction

Global warming and environmental pollution become widely 
discussed issues within last decades. Current major energy 
sources have significant impact on ecosystems and should be 
replaced by alternative renewable sources of energy. Wind power 
plants are promising energy sources with minimal environmental 
impact and huge energetic potential. However, attention has to 
be paid to the optimal locality selection to maximize efficiency 
and reduce costs. Presented paper introduces the Weibull and 
Rayleigh distribution as the inventive tools in wind speed analyses 
as well as proposes a complex methodology recommended for 
evaluation of wind speed conditions in specific locality. 

For the sake of this study the wind speed data from the 
Meteorological observatory Bratislava - Mlynska dolina were 
statistically analyzed. Processed data were collected during year 
2009 in quasi-continuous regime by anemometer connected to 
electronic buffer. The main objective of presented paper is to 
propose better probability distribution functions for fitting the 
observed wind speed data and to establish methodology for wind 
conditions analyses. Based upon studies [1] - [14] we introduced 
the Weibull distribution and its special case Rayleigh distribution 
to approximate the measured wind speed data.

 The maximum likelihood method was used to estimate 
the parameters of the distribution functions. The coefficient of 
determination (R2) and the root mean square error (RMSE) 
were used to evaluate the fitting performance of the Weibull and 
Rayleigh distribution functions.

The Weibull distribution and its special case the Rayleigh 
distribution are commonly used and recommended probability 
distributions to describe the wind speed data. The probability 
density function of the Weibull distribution with parameters k > 0 
and c > 0 is for v > 0 given by 

expf v
c
k
v c

v
k
k

k
1= --^ aah k k, (1)

where v is the wind speed, k is the dimensionless shape parameter 
and c is the scale parameter in units of the wind speed. The 
corresponding cumulative distribution function is given by 

, .expF v c
v

v1 0
k

2= - -^ aah k k  (2)

The Rayleigh distribution is a special case of the Weibull 
distribution where the shape parameter is set to k = 2. Consequently 
the probability density function of the Rayleigh distribution 
transforms as follows

, .expf v c
v

c
v

v
2

02

2

2= -^ aah k k  (3)

2. Methods for estimating the parameters  
of the Weibull and Rayleigh distribution

There are several methods available in literature to estimate 
the Weibull and Rayleigh distribution parameters. In presented 
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where v
i
 , i = 1,2,...,n, is the averaged wind speed (month, year, 

season) and n is the number of records.
The estimates of the Weibull and Rayleigh distribution 

parameters were calculated using (4), (5) and (6) for each month, 
season and whole year, respectively.

The performance of the Weibull and Rayleigh distribution 
was evaluated by the coefficient of determination (R2) and 
the root mean square error (RMSE). These parameters were 
calculated using equations (9) and (10)
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where N is the number of wind speed data, y
i
 is the ith ordered 

observed wind speed data (y
1
 ≤ y

2
 ≤ ... ≤ y

N
), x

i
 is the ith predicted 

data calculated using the Weibull or Rayleigh distribution, 
respectively, i=1,2,...,N, and yr  is average of values y

1
, y

2
,..., y

N
.

The coefficient R2 ranges from 0 to 1. The higher value of 
R2 is better, R2 approaches 1 in an ideal case. The coefficient 
RMSE ranges from 0 to infinity. In this case lower value of 
RMSE is better, in an ideal case it approaches 0. Therefore, the 
most suitable wind speed distribution is selected according to 
higher value of R2 and lower value of RMSE. R2 and RMSE were 
calculated for each month, season and whole year.

5. Results and discussion

Table 1 shows the monthly and yearly descriptive statistics - 
average wind speeds, standard deviations, maximum, skewness, 
kurtosis and median. It has been shown that the yearly average 
wind speed is 10.485 km/h and the yearly standard deviation 
is 5.841 km/h. The monthly average wind speed varies between 
8.272 and 13.617 km/h with maximum in March and minimum in 
September The same goes for monthly standard deviation which 
reaches the highest value in March (7.525 km/h) and the lowest 
one in September (4.327 km/h). The monthly average wind 
speeds are shown in Fig. 1.

Table 2 shows the seasonal wind speed descriptive statistics. 
One can see that the highest value of the average wind speed is 
observed in the winter season 11.657 km/h and the lowest value 
in the summer season 9.380 km/h. The highest value of the 
standard deviation was calculated for the spring season 6.260 
km/h and the lowest one in the summer season 4.917 km/h.

Table 3 shows the monthly and yearly estimates of the Weibull 
and Rayleigh distribution parameters and statistical analysis for 
the monthly and yearly wind speeds distributions. One can see 
that the yearly shape parameter k of the Weibull distribution is 

paper we chose the maximum likelihood method (see [3], [5] 
and [15]) for estimation of the shape parameter k and the scale 
parameter c 
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where v
i
 , i = 1,2,...,n, is the wind speed and n is the number of 

nonzero wind speeds. The shape parameter k was estimated by 
numerical solving of nonlinear equation (4). Newton method was 
employed to obtain numerical result.  The scale parameter c was 
estimated by evaluating equation (5). 

The maximum likelihood method estimate for the parameter 
c of the Rayleigh distribution can be solved explicitly by equation 
(6) 

c n v
1 /

i

i

n

1

1
2

2

=
=

c m/ . (6)
 

3. Descriptions of wind speed data 

The wind speed data processed in presented paper were 
measured at the Meteorological observatory Bratislava - Mlynska 
dolina, situated in the campus of Faculty of mathematics, physics 
and informatics, Comenius University in Bratislava, within time 
frame January 2009 to December 2009. The wind speed and 
direction were measured continually by anemometer connected 
to the storage system. In order to remove accidental fluctuations 
continual data were hourly averaged and rounded to the nearest 
integer. 

4. Statistical analysis of wind speed distributions

The wind speed data were generally divided into subsets with 
respect to the months and four seasons. Spring was considered 
to last from March to May. Summer lasts from June to August, 
autumn from September to November and winter from December 
to February. The monthly, yearly and seasonal average wind 
speeds vr  and the standard deviations s

v
 were calcutated by 

following equations
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Monthly and yearly wind speed descriptive statistics  Table 1

Months
Average wind speeds 

/v km hr ^ h
Standard deviation 

/s km hv ^ h
Maximum 

/v km hmax ^ h Skewness Kurtosis
Median 

/km hvu^ h
Jan 11.013 5.545 29 0.233 -0.412 11

Feb 12.945 6.318 33 0.188 -0.324 13

Mar 13.617 7.525 38 0.533 -0.182 13

Apr 10.140 5.379 28 0.552 -0.219 9

May 10.298 4.910 25 0.336 -0.497 10

Jun 9.269 4.882 28 0.594 0.341 9

Jul 9.870 5.337 37 1.019 1.584 9

Aug 8.997 4.458 26 0.588 -0.037 9

Sep 8.272 4.327 24 0.556 0.063 8

Oct 9.784 6.260 30 0.799 -0.067 8

Nov 10.590 5.930 34 0.663 0.197 10

Dec 11.138 6.202 32 0.492 -0.108 11

Yearly 10.485 5.841 38 0.718 0.429 10

Seasonal wind speed descriptive statistics  Table 2

Seasons
Average wind speeds

/v km hr ^ h
Standard deviation

/s km hv ^ h
Maximum

/v km hmax ^ h Skewness Kurtosis
Median

/km hvu^ h
Winter 11.657 6.081 33 0.338 -0.250 12

Spring 11.366 6.260 38 0.770 0.586 11

Summer 9.380 4.917 37 0.806 1.007 9

Autumn 9.551 5.657 34 0.819 0.415 9

Monthly and yearly estimates of the Weibull and Rayleigh distribution parameters and statistical analysis for wind speed distributions Table 3

Months Weibull distribution Rayleigh distribution

k c (km/h) R2 RMSE c (km/h) R2 RMSE

Jan 2.083 12.423 0.70181 0.01392 12.329 0.70568 0.01380

Feb 2.148 14.598 0.72251 0.01190 14.413 0.70296 0.01231

Mar 1.883 15.362 0.84599 0.00745 15.568 0.82786 0.00788

Apr 1.999 11.493 0.91894 0.00745 11.493 0.91894 0.00745

May 2.233 11.644 0.92244 0.00736 11.415 0.91642 0.00764

Jun 2.174 10.810 0.93649 0.00772 10.631 0.94539 0.00716

Jul 1.952 11.155 0.95882 0.00603 11.219 0.95942 0.00598

Aug 2.142 10.178 0.93706 0.00821 10.040 0.93843 0.00812

Sep 2.002 9.336 0.90796 0.01012 9.334 0.90804 0.01012

Oct 1.629 10.986 0.88958 0.00844 11.628 0.69942 0.01393

Nov 1.877 11.976 0.94372 0.00592 12.152 0.92346 0.00690

Dec 1.979 12.866 0.86210 0.00859 12.895 0.85901 0.00868

Yearly 1.902 11.897 0.99027 0.00251 12.034 0.97921 0.00367
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probability density distributions derived from the observed data 
with the Weibull and Rayleigh probability density distributions 
are illustrated in Fig. 3.

Table 4 shows the seasonal estimates of the Weibull and 
Rayleigh distribution parameters and statistical analysis for 
seasonal wind speed. The comparison of seasonal Weibull and 
Rayleigh probability density distributions with the observed 
seasonal probability density distributions of the wind speed are 
illustrated in Fig. 4. In general, the value of the scale parameter c 
of the Weibull distribution is the highest in the winter season and 
the lowest in the summer season. Basically the same goes for the 
parameter c of the Rayleigh distribution. The seasonal value of 
the Weibull distribution parameter k ranges from 1.768 to 2.064. 
The value of the parameter c ranges from 10.713 to 13.257 km/h. 
The seasonal value of the Rayleigh distribution parameter c ranges 
from 10.641 to 13.203 km/h. The seasonal value of R2 ranges 
from 0.85497 to 0.98038 for the Weibull distribution while for 
the Rayleigh distribution ranges from 0.85634 to 0.98071. The 
value of RMSE ranges from 0.00355 to 0.00868 for the Weibull 
distribution while for the Rayleigh distribution ranges from 
0.00410 to 0.00864. 

Fig. 1 Monthly average wind speeds

1.902, while the yearly scale parameter c is 11.897 km/h. The 
yearly parameter c of the Rayleigh distribution is 12.034 km/h. 
The comparison of the yearly Weibull and Rayleigh probability 
density distributions with the observed yearly probability density 
distribution of the wind speed is illustrated in Fig. 2. The top 
points of the curves are the most frequent wind speeds for the 
compared distributions (Weibull: 8.037 km/h, Rayleigh: 8.509 
km/h). Both of the theoretical curves of the probability density 
distributions match the observed data satisfactorily at well 
acceptable levels of R2 and RMSE. 

Analyses show that the monthly shape parameter k of the 
Weibull distribution ranges from 1.629 to 2.233 and the monthly 
scale parameter c ranges from 9.336 to 15.362 km/h. The highest 
value of the parameter c was observed in March and the lowest 
one in September, which corresponds with observation well. The 
monthly parameter c of the Rayleigh distribution ranges from 
9.334 to 15.568 km/h with maximum in March and minimum 
in September, thus corresponding to the monthly average wind 
speeds too. 

The performace of the Weibull and Rayleigh distribution was 
evaluated by the coefficient of determination (R2) and the root 
mean square error (RMSE). The value of R2 is 0.99027 for the 
Weibull distribution and 0.97921 for the Rayleigh distribution 
when applied to yearly wind speed data. The value of RMSE is 
0.00251 for the Weibull distribution and 0.00367 for the Rayleigh 
distribution when applied to the same set of data. The yearly 
comparison shows that the Weibull distribution returns higher 
value of R2 and the smaller value of RMSE. This indicates that the 
Weibull distribution is slightly better choice for fitting the yearly 
wind speed data than the Rayleigh distribution.

For the monthly wind speed data the value of R2 ranges from 
0.70181 to 0.95882 for the Weibull distribution and from 0.69942 
to 0.95942 for the Rayleigh distribution. The RMSE ranges from 
0.00592 to 0.01392 for the Weibull distribution and from 0.00598 
to 0.01393 for the Rayleigh distribution. The month to month 
comparison shows that, in general, the Weibull distribution leads 
to the higher values of R2 and the smaller values of RMSE than the 
Rayleigh distribution. It holds true for 8 months of year 2009. It 
confirms that the Weibull distribution is slightly better for fitting 
the monthly wind speed data than the Rayleigh distribution. 
The values of R2 and RMSE obtained by fitting the monthly 

Seasonal estimates of the Weibull and Rayleigh distribution parameters and statistical analysis for wind speed distributions Table 4

Seasons
Weibull distribution Rayleigh distribution

k c (km/h) R2 RMSE c (km/h) R2 RMSE

Winter 2.042 13.257 0.85497 0.00868 13.203 0.85634 0.00864

Spring 1.911 12.853 0.97799 0.00355 12.987 0.97070 0.00410

Summer 2.064 10.713 0.98038 0.00430 10.641 0.98071 0.00427

Autumn 1.768 10.770 0.97509 0.00431 11.110 0.92833 0.00732
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Fig. 4 Comparison of seasonal Weibull and Rayleigh probability density 
distributions

Fig. 2 Comparison of yearly Weibull and Rayleigh probability density 
distributions

Fig. 3 R2 and RMSE values obtained by fitting observed monthly 
probability density distributions with Weibull and Rayleigh probability 

density distributions
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The Weibull distribution has been found to be more suitable 
for fitting the wind speed data in eight months than the Rayleigh 
distribution. 

The Weibull distribution can be recommended for fitting the 
wind speed data at the seasonal base.
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6. Concluding remarks

In this paper the wind speed data from Bratislava have been 
statistically analyzed using the Weibull and Rayleigh probability 
distributions. The probability distributions have been derived 
from the measured wind speed data for the year 2009. The 
monthly, yearly and seasonal Weibull and Rayleigh distribution 
parameters have been calculated. To evaluate the performance 
of the considered probability distributions the coefficient of 
determination and the root mean square error have been used. 
The following conclusions can be made. 

The Weibull distribution has been found to be more suitable 
for fitting the wind speed data obtained in year 2009 in Bratislava 
than the Rayleigh distribution at the yearly base.

References

[1]  ALBUHAIRI, M. H.: A Statistical Analysis of Wind Speed Data and an Assesment of Wind Energy Potential in Taiz-Yemen. 
Assiut University Bulletin for Environmental Research 9(2), 21-33, 2006

[2]  AKDAG, S. A., DINLER, A.: A New Method to Estimate Weibull Parameters for Wind Energy Applications. Energy 
Conversion and Management 50, 1761-1766, 2009

[3]  CARTA, J. A., RAMIREZ, P., VELASQUEZ, S.: A Review of Wind Speed Probability Distributions Used in Wind Energy 
Analysis: Case Studies in the Canary Islands. Renewable and Sustainable Energy Reviews 13, 933-955, 2009

[4]  CELIK, A. N.: A Statistical Analysis of Wind Power Density Based on the Weibull and Rayleigh Models at the Southern 
Region of Turkey. Renewable Energy 29, 593-604, 2003

[5]  CONRADSEN, K., NIELSEN, L. B. PRAHM, L. P.: Review of Weibull Statistics for Estimation of Wind Speed Distributions. 
J. of Climate and Applied Meteorology 23, 1173-1183, 1994

[6]  DORVLO, A. S. S.: Estimating Wind Speed Distribution. Energy Conversion and Management 43, 2311-2318, 2002
[7]  FADARE, D. A.: A Statistical Analysis of Wind Energy Potential in Ibadan, Nigeria, Based on Weibull Distribution 

Function. The Pacific J. of Science and Technology 9 (1), 110-119, 2008
[8]  GUPTA, B. K.: Weibull Parameters for Annual and Monthly Wind Speed Distribution for Five Locations in India. Solar 

Energy 37 (6), 673-678, 1986
[9] GOKCEK, M., BAYULKEN, A., BEKDEMIR, S.: Investigation of Wind Characteristics and Wind Energy Potential in 

Kirklareli, Turkey. Renewable Energy 32, 1739-1752, 2007
[10] LUN, I. Y. F., LAM, J. C.: A Study of Weibull Parameters Using Long-term Wind Observation. Renewable Energy 20, 145-153, 

2000
[11] RAMIREZ, P., CARTA, J. A.: Influence of the Data Sampling Interval in the Estimation of Parameters of the Weibull Wind Speed 

Probability Density Distribution: a Case Study. Energy Conversion and Management 45, 2419-2438, 2005
[12] SEGURO, J. V., LAMBERT, T. W.: Modern Estimation of the Parameters of the Weibull Speed Distribution for Wind Energy 

Analysiss. J. of Wind Engineering and Industrial Aerodynamics 85, 75-84, 2000
[13] ULGEN, K., HEPBASLI, A.: Determination of Weibull Parameters for Wind Energy Analysis of Izmir, Turkey. Intern. J. of 

Energy Research 26, 495-506, 2002
[14] FERANEC, V.: Wind Engineering in the 21th Century. Communications - Scientific Letters of the University of Zilina, vol. 

2, No. 4, 74-83, 2000
[15] CHU, Y. K., KE, CH. J.: Computation Approaches for Parameter Estimation of Weibull Distribution. Mathematical and 

Computational Applications, vol. 17, No. 1, 39-47, 2012.



142 ● C O M M U N I C A T I O N S    3 A / 2 0 1 4

1. Introduction   
 
Modern materials are characterized by a wide spectrum 

of tailored mechanical, optical, magnetic, electronic, or 
thermomechanical properties. Using of laminated composites 
allows the designer to optimize material/structural systems which 
complicates their analysis. The prediction of the macroscopic 
stress-strain response of the composite material is related to the 
description of its complex microstructural behavior [1 and 2]. 
Some analytical and numerical techniques have been used for 
prediction and characterization of composite microstructure 
behavior [3]. Analytical methods provide reasonable prediction 
for relatively simple configurations of the phases. Complicated 
geometries, loading conditions and material properties often 
do not yield analytical solutions, due to complexity and number 
of equations. In this case, various numerical methods [4 - 7] are 
used for approximate solving, but they still make some simplifying 
assumptions about the microstructures of heterogeneous 
multiphase materials.

In homogenization process the original heterogeneous 
material is replaced by homogeneous material with the same 
mechanical properties. In other words, homogenization and 
averaging of properties and micro-fields of the material are 
considered as a homogeneous equivalent medium at the macro-
level, and the effective properties of the medium are determined 
on the basis of the analysis of the microstructure, micro-geometry 
and properties of the materials. 

There are various homogenization methods. Direct 
homogenization is based on the volume average of field variables, 
such as stress, strain and energy density. Effective properties can 
be calculated from effective properties definitions. The average 
and calculation of field variables can be performed numerically, 
for example, by finite element method (FEM) or boundary 
element method and geometry and microstructural properties 
can be generalized for real composite materials which do not 
have periodic structure distribution of the fibers in the matrix [8]. 

Indirect homogenization is based on the Eshelby solution 
of self-deformation for one inclusion in an infinite matrix – the 
equivalent inclusion method [9]. An alternative approach to 
direct and indirect homogenization is the variational method 
which can determine the upper and lower limits of the elasticity 
modulus [10].

A relatively new approach for homogenization of 
microstructures consists of mathematical homogenization based 
on a two-scale extension of the displacement field [11]. 

2. Methodology    

The composite under consideration is constituted by 
continuous and parallel cylindrical fibers with equal radius 
and centers periodically spaced in a hexagonal and a squared 
array, as it appears in Fig. 1.  We assumed an ideal cohesion 
between the fiber and the matrix. A procedure of homogenization 

NUMERICAL FINITE ELEMENT METHOD HOMOGENIZATION 
OF COMPOSITE MATERIALS REINFORCED WITH FIBERS
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OF COMPOSITE MATERIALS REINFORCED WITH FIBERS
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Fiber material properties Table 1

Fiber material

Carbon M40J
Fiberglass 
S2Glass

Kevlar K49

E
f  
[GPa] 377 85.5 135.5

F
1t
 [GPa] 4.41 4.6 3.53

ν 0.33 0.22 0.37

ρ
m
 [kg/m3] 1770 2490 1450

d
f 
[μm] 5 10 10

    
Matrix material properties Table 2

Matrix 
material

E
m 

[GPa] F
1t 

[MPa] ν ρ
f
 [kg/m3] G

m 
[GPa]

Epoxy 3.45 70 0.3 85.5 1.33

where subscript “ f ” denotes fiber and  “ m” matrix, respectively and 

E   –  Young modulus   ν    –  Poisson number

G   –  Shear modulus   ρ    –  Density

F
1t  

–  Longitudinal tensile strength  d
f
   –  fiber diameter

 

The RVE dimensions are calculated for the square fiber 
configuration - Fig. 1a, from the relations  
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d
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and for a hexagonal fiber configuration the RVE dimensions are 
in Fig. 1b, from the relations
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where a
1
 is the x-direction, in this case the fiber direction, a

2
 is 

the y-direction, orthogonal to the fiber direction, a
3
 is z-direction, 

transverse vertical to the fiber direction and V
f
 is fiber volume 

fraction.
Analysis of microstructure directly yields a transversely 
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where the 1-axis is aligned with the fiber direction and the over-
bar indicates the average computed over the volume RVE. The 
components of the tensor C are determined by solving three 
elastic models of RVE with parameters (a

1
, a

2
,
 
a

3
), subjected to the 

boundary conditions on the following displacement components. 

of material properties of composites using the method of 
representative volume element RVE was used. For the analysis of 
material properties an own software in MATLAB language was 
programmed and a part of the solution was carried out in ANSYS 
software. The RVE consists of volume elements SOLID45 (Fig. 
2) and then it is loaded by unit strains in various directions. The 
effective lamina properties are obtained from the volume means 
of stress values obtained by loading of the RVE. 

 
     a)                                                 b)

Fig. 1  Representative volume elements, a) square configuration,  
b) hexagonal configuration

              a)           b)
Fig.  2 The finite element mesh adopted in the computation,  

a) square configuration, b) hexagonal configuration

Homogenized lamina RVE consists of fibers and epoxy 
matrix. The fibers are from three material types: carbon, glass, 
polyaramide. Used carbon fibers have an industrial label T300 and 
M40J. The glass fiber label is EGlass and S2Glass. Polyaramide 
fibers have the label K49. Fiber material properties are listed in 
Table 1 and the matrix properties are listed in Table 2. 



144 ● C O M M U N I C A T I O N S    3 A / 2 0 1 4

G C C C
v

E
2
1

2 1
23 44 22 23

23

2= = - =
+

^ ^h h  (9)

In order to evaluate the elastic matrix C of the composite, the 
RVE is subjected to an average strain fbr . The unit strain applied 
on the boundary results in a complex state of stress in the RVE.

Then the volume average of the strain in the RVE equals to 
the applied strain

V dV
1

ij ij ij
V

0f f f= =r #  (10) 
        
                                      

Then volume average of stress in RVE equals to required 
components of the elastic matrix as

C V dV
1

ij i i

V

v v= =r #  (11)

The coefficients in C are found by setting a different problem 
for each column of C and the components. Details of the 
procedure for calculation of the coefficients of the matrix C are 
given in [14].

 

3. Results    

Homogenization of a composite plate is performed by linking 
MATLAB and ANSYS software. Homogenization of the material 
properties were done  for fiber volume fractions V

f
 from the 

interval <0.2, 0.6>. The entire process is automated requires just 
entering a type of fibers, their arrangement and the step increment 
volume fraction.  The finite element code ANSYS 11.0 is used 
to solve the problem described above.  The matrix and fibers are 
modeled by linear elastic isoparametric brick elements with eight 
nodes and six faces (i.e. the ANSYS SOLID elements). FE mesh 
is symmetric with respect to the coordinate planes. 

In Figs. 3 to 6 deformed shapes and contour plots of stresses 
for different strains applied to stretch the RVEs are described. 
The boundary conditions in the calculation of the sixth column 
of C are enforced by using coupling constraint equations (CE).  
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For the homogeneous composite material, the relationship 
between average stress and strain is 

Cv f=a ab br r  (7)

α, β = 1,...,6 is the contracted notation given in [12]. This implies 
that elements of the matrix C are determined by solution of 
six elastic RVE models in which boundary conditions (4-6) 
are applied for only one component of the strain 0fb . This 
component is different from zero for each of the six problems. 
Once the components of the transversely isotropic tensor C are 
known, the five elastic properties of the homogenized material 
can be computed by [13]:
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where E
1
 and  E

2
 are longitudinal and transversal Young’s moduli, 

ν
12 

and  ν
23

 are longitudinal and transversal Poisson’s ratios and G
12

 
is the longitudinal shear modulus. The shear modulus G

23
 in the 

transversal plane can be obtained using classical relation between 
Young modulus E and shear modulus G, so 

        
Fig. 3  Deformed shape and contour plot of stress 11v , ,1 01

0 0 0 0 0 0
2 3 4 5 6f f f c c c= = = = = =
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Fig. 6 Deformed shape and contour plot of stress 13x , 
,1 06
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Fig. 7 Effective elastic constants E
1 
and E

2
 vs. V

f

Fig. 4 Deformed shape and contour plot of stress 22v , 
,1 00 0
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Fig. 5 Deformed shape and contour plot of stress 33v , 

,1 00
1
0 0

4
0

5
0

6
0

3 2f f f c c c= = = = = =



146 ● C O M M U N I C A T I O N S    3 A / 2 0 1 4

The modelling procedure is explained briefly in this paper. If one 
wishes to perform a parametric study, repeating this process on 
an interactive session, using the CAE graphical user interface 
(GUI)  is very time consuming and prone to errors. Instead, it is 
possible to capture the ANSYS script generated by CAE during 
an interactive session and use it to automate the process. 
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In Figs. 7 to 9 courses of the homogenized elastic material 
properties for hexagonal array computed using equations (8) 
are described. Calculated elastic properties of the homogenized 
material for V

f 
= 0.6 are given in Table 3 where the indices “h” and 

“s” denote hexagonal array and square array, respectively.  

4. Conclusions

Accurate and efficient methods have been proposed within 
the framework of the displacement-based FEM for solving the 
unit cell homogenization (RVE) problem for periodic composites. 

Fig. 8 Effective elastic constants G
12 

and G
23

 vs. V
f

Fig. 9 Effective elastic constants v
12

 and v
23

 vs. V
f

Calculated elastic properties of the composite with fiber volume fraction V
f
 = 0.6   Table 3

V
f 
= 0.6

M40J S2Glass K49

h s h s h s

E
1 
[GPa] 227.58 227.58 52.683 52.687 82.683 82.685

E
2
 [GPa] 12.831 16.71 11.607 14.334 12.121 15.301

G
12 

[GPa] 5.15 5.53 4.67 4.94 4.844 5.155

G
23 

[GPa] 4.737 6.967 4.3314 5.905 4.481 6.288

v
12

0.320 0.321 0.246 0.245 0.347 0.348

v
23

0.354 0.199 0.340 0.214 0.352 0.217
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1. Introduction

Biologically inspired robotic subsystems – robotic hands 
are becoming more and more popular not only as rehabilitation 
devices but also as the dextrous ones for human-like manipulation 
with objects. Namely, the three-fingered robotic grippers as 
a robot arm working tool can find application in industrial field 
too. Automated workplaces have often required utilising robots 
that are able to response to changes in product production 
flexibly. According to the flexibility required level it can be 
achieved by utilisation of a robot’s multiple grasping end 
effector, a system of automated exchange of robotic grippers or 
a specialised biorobotic gripper that is able to grasp objects of 
different types similarly to human-like way. Kinematics, actuation 
and control of bio-robotic grippers are more complicated than 
it is in case of standard industrial grippers. Therefore, the 
development of these special robotic subsystems design requires 
a special approach and application of modern methods and 
means of computer simulation. The present research in the field 
of multifunctional robotic hands/grippers development is aimed 
at the problem of their virtual models grasping ability exploration 
[1] and [2]. Novelty in robotic hands/grippers designing requires 
creative and innovative approach. 

A multifunctional – bio-robotic gripper is a special technical 
system. In general, the design methodology of this system involves 
algorithmised procedures of technical creative work most of all. 
Creative technical work deals with the solution of tasks with 
unknown resolution procedure [3] and [4]. TRIZ as one of the 
worldwide applied methods suitable for solution of this type of 
tasks, is based on logic, data and research, not intuition approach 

to a problem solution. “TRIZ brings repeatability, predictability, 
and reliability to the problem-solving process with its structured 
and algorithmic approach”. It offers the means that support 
abilities of engineers to enhance their creativity. TRIZ is based 
on [5]:
• the regularities of objectively existing tendencies of the 

technical systems development,
• and principles for the technical contradictions overcoming.
• The procedure of TRIZ methodology application in process of 

technical system development consists of the next steps [6]:
• a preparatory stage (the choice of the object of innovation, 

specification of the project team, etc.),
• an information stage (a collection of all important information 

about innovated object, marketing, etc.),
• a function-cost analysis of innovated object – FNA (finding 

answers to the questions what (?) and why (?) should be 
improved in a technical system),

• an algorithmization of innovative solutions – ARIZ 
(specification and solution of technical and physical 
contradictions),

• a verification stage (choice and verification of the best 
solution),

• a stage of construction and the proposals testing with support 
of CAD/CAM/CAE.
Utilisation of simulation tools of appropriate CAD/CAE 

system enables to obtain information how the chosen kinematic 
parameters and construction influence the robotic hand ability 
to grasp different objects relatively fast and to optimize its 
constructional design for required result still before its prototype 
production [7].

APPROACH TO THE PROBLEM OF BIO-INSPIRED 
ROBOTIC GRIPPER DESIGNING
APPROACH TO THE PROBLEM OF BIO-INSPIRED 
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The new concept of bio-robotic gripper was created on the 
base of TRIZ methodology principles. Two parameters from 39 
Features of Altshuller’s Contradiction Matrix were chosen: 
1. “35. Adaptability or versatility”: This parameter represents 

a main requirement in the process of multifunctional robotic 
hands designing. But the solution of this one leads to the 
technical system complexity increase. It means that high 
requirements will be asked to specify the interaction among 
the technical system subsystems and their control too. 
Therefore, the second – worsening parameter was chosen:

2. “33. Ease of operation”: the movements control.

Four principles (No.: “1.”, “15.”, “16.” and “34.”) were 
chosen on the base of analysis of TRIZ 40 principles [8] 
successfully applied to overcome the contradictions. The offered 
solutions have brought a new view at the bio-robotic gripper’s 
finger construction. The  new construction element was added to 
the finger’s 1st joint (application of principle “1.” Segmentation). 
Applications of the principles: “15. Dynamics”, 16. Partial or 
excessive actions and “34. Discarding and recovering” have led 
to a change of cables guiding towards to the finger medial link 
and an elimination of pulleys as the source of redundant forces 
that acted between the finger’s distal and medial links. This 
new concept of finger (Fig. 1b) was applied for creation of the 
bio-robotic gripper’s 3rd construction. 

3. Simulation model of bio-robotic gripper

The basic problem of the bio-robotic gripper’s mechanism 
simulation resulted from a large number of both degrees of 
freedom and members of the kinematic chain whose movement 
must be controlled. The finger’s mechanical structure represents 
an open kinematic chain for which the physical parameters 
and their boundary conditions were not precisely defined. 
Therefore, the principle of bionics and heuristic approach based 
on empiricism and analogy with human hands will be used for the 
motion simulation [9].

The first phase of the flexible components simulation 
was focused on computer modelling of plaited wires (cables) 
as the flexible elements which constitute the actuation and 
transformation mechanism of the bio-robotic gripper’s propulsion 
subsystem. Two approaches were applied in this phase.

The idea of implementing the necessary simulations was to use 
Pro/Engineer WF5 and apply alternative approaches to modelling 
and simulation of mentioned cables [10]. We considered the 
cable as a 3D model with a constant length, resulting in the 
subsequent simulation procedures (chain method). Solution 
like this one represents the application of simulation based on 
object modelling features of the mechanism. The basic principle 
of testing was to simplify the real model to the theoretical one 
to eliminate many parameters and variables entering the process 

The paper presents application of TRIZ methodology 
principles and utilisation of simulation tools of systems creo 
parametric and MSC ADAMS in the process of a 3D model of 
three-fingered bio-robotic gripper designing that was proposed for 
purposes of research possibilities of the object grasping stability 
evaluation by simulation in real time.

2. Description of the bio-robotic gripper design

The latest 3rd version of bio-robotic gripper’s design consists 
of three identical fingers that are placed at the palm of lightened 
construction – see Fig. 1a. Two fingers (Finger1 and Finger 2) 
are mounted at the gripper’s palm in opposite to Finger 3. Every 
finger has three joints and 4DOF (2+1+1). Movement of every 
finger is activated separately through a motion transmission 
system. Movement of proximal and medial links of every finger 
for the biorobotic gripper closing/opening is activated directly 
by tensile forces acting in bendable steel plaited wires - cables. 
Movement of each of these links is controlled by own pair of 
cables. Movement of distal links is activated indirectly through 
the rigid rods depending on the proximal links movement. 

 

a)

b)

Fig. 1 Design of the 3rd version of bio-robotic gripper:  
a) 3D model (creo parametric 5);  

b) an innovated construction of the finger.
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be caused by non-optimized calculation algorithm system for 
a given application and hardware performance PC.

• a simulation based on variations of parameter P enables to 
obtain only discrete values (angular rotation and position).

The conclusion was that this approach to the motion 
transmission system model creation will not be suitable for 
exploration of the bio-robotic gripper grasping abilities by 
simulation in real time and will not be appropriate for the 
complex bio-robotic gripper mechanism creation. 

The new testing simulation model was created in ADAMS/
View [11]. A pulley mechanism was proposed for a transmission 
simulation model creation. The cable was modelled as 
“immaterial” element placed between two pulleys in tangential 
contact points. Kinematic dependency between movement of the 
cable model and pulleys was defined by Rackpin Joint.  In this way 
the tensile force acting on the cable could be transformed to the 
pulley’s torque and conversely too. The following assumptions 
were adopted too:
• Tendons (cables) are ideally rigid-bodies.
• Masses of tendons (cables) and pulleys are negligible. 
• Friction between a tendon (cable) and a pulley is infinitely 

large – a pulley transmits the torque.
• Friction between a pulley and its pin is negligible.

Proposed testing model was validated with the help of 
ADAMS tool. Also a correct function of the testing model was 
verified by dynamic simulation. Obtained results showed a direct 
kinematic dependency between angular rotation of medial and 
distal links. The finger testing model could be utilized for the 
bio-robotic gripper virtual model creation. Further, the tasks of 
3D contacts modelling for simulation of the bio-robotic gripper 
grasping ability in real time in MSC ADAMS 2012 were solved 
[12]. The simulation experiment of a cylindrical object grasping 
was executed. Measured parameters were: single tensile forces 
acting on the proximal and medial links cables (Table 1) and 
values of the cables displacements ∆l – see Fig. 3. 

Fig. 3 Virtual model for object grasping simulation (MSC ADAMS 2012)

that could affect the test results in ways previously unpredictable. 
The bendable wire was modelled as a linkage consisting of n 
cylindrical elements of constant length: 

dl
1
 = dl

2
 = … = dl

n
 (1)

Total length of the cable model is expressed as follows:

l dli
i

n

1

=
=

/  (2)

The cable model’s base element – a cylinder of diameter 
0.8mm was closed from the one side by convex cylindrical 
surface and from the second side by concave surface. These 
both surfaces create references to the building elements for the 
mutual interconnection between neighbouring elements in the 
chain. A trajectory of cable model was defined by the cable outlet 
(output) at the base, a rotating guide roller surface and point of its 
mounting to the proximal link. This trajectory was created in the 
model as “Sketch” associative curve changing its shape depending 
on the configuration of characteristic elements position during 
their mutual movement. The created simplified testing model 
is shown in Fig. 2. A previously considered actuator - artificial 
pneumatic muscle (PAM) is modelled in the proximal link 
motion transmission system too. The simulation model of PAM 
is connected with an output end of the cable model. The length 
and diameter of PAM were defined as parameters depending 
on a control parameter P (a pressure inside PAM). The PAM’s 
length was changed during the simulation with subsequent change 
in control parameter P and by regeneration of the simulation 
model. It led to the cable tensing and rotational movement of the 
finger’s proximal link execution.

Fig. 2 Tested simulation model of the finger proximal link motion  
transmission system (3D model; creo parametric).

The results of the simulation experiments showed that [10]:
• the difficulty and time of simulation calculations  increase in 

proportion to the increasing number of elements n. It could 
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4. Analysis of an object grasping optimal conditions

Generally, the requirements to minimize forces or 
torques actuating on robotic gripper and also the reducing of 
mechanism whole mass at a minimum are important for a robotic 
gripper construction These conditions are  common also for 
a multifunctional bio-robotic gripper. An optimal value of transfer 
function (U/F) is sought for an object grasping effective way. The 
transfer function is given as follows [13]:

, , , ...,F
U

f d d d dn1 2 3= ^ h, (3)

where:
U – the value of grasping force (N),
F – the value of actuating force of the mechanism actuating 
system (N),
d

1
, d

2
, d

3
, …, d

n
 – parameters defining the kinematic structure of 

a robotic gripper.

All known optimization methods are based on seeking the 
minimal value of a target function. The presented CAD/CAE 
systems are able to solve a complex optimization tasks too. They 
integrated the different FEM methods that open new possibilities 
of components and assemblies analyses [14]. Contact analyses 
don’t require calculation of reactions of mechanism single joints 
for a lot of cases. The primary force (or torque) is applied on 

Measured values of tensile forces for Fingers 1, 2 and 3 
demonstrate a symmetrical configuration of forces on single 
fingers resulting from the steady state of forces acting at the 
grasped object in the moment of its stable grasping. 

In addition, previously considered actuators – pneumatic 
artificial muscles were replaced by electric motors Maxon EC 20 
including a simple transmission system (Fig. 4). The pulley (3) for 
fixation and reeling the cables was specially designed. 

Fig. 4 Principle of a motion transmission system proposed for the 
proximal links movement: 1 – a cable activated on finger closing; 

2 - a cable activated on finger opening; 3 – a pulley; 4 – Maxon EC 20.

Values of measured tensile forces in moment of the object stable grasping Table 1

Object: a cylinder Closed  bio-robotic gripper
Finger 1 Finger 2 Finger 3

Tensile forces - F
max 

(N)

Material: wood; øD = 60 mm, L = 110 mm
Proximal link cable 2.877 2.877 5.764

Medial link cable 3.609 3.609 7.209

Fig. 5 Created computational model of the finger (creo 2): a) a simplified model;  
b) the specification of a parameter alfa:1; c) created contacts.

               a)                                                                                     b)                                                                    c)                              
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a)                                          b)

Fig. 7 Deformation of the finger model: 
a) a model without deformation of distal link;  

b) a deformed model.

5. Conclusions

The paper presents one of research trends in robotics that is 
partially solved at the Department of Automation and Production 
Systems and Department of Robotics. The article points out 
approaches that have been applied in: the innovation process 
of 3D model of three-finger bio-robotic gripper, creating the 
simulation environment for objects robotic grasping in real time 
and solving of problem of utilization contact analysis for seeking 
the optimal grip of finger links. The future tasks will be focused 
on improvement of the created simulation environment and 
optimization of the bio-robotic gripper design. 

mechanism and is analysed as a whole. Influence of responses 
is automatically reflected in deformations of the mechanism 
individual components. If the contact analyses of flexible parts are 
realized, the mechanism’s redundancies have to be eliminated to 
obtain regular results of analyses [15]. A simplified computational 
model of the bio-robotic gripper’s finger was used for the optimal 
transfer function seeking (Fig. 5a). The defined parameter alfa:1 
(Fig. 5b) is an angle between the finger’s proximal and medial 
links. Contact analyses were performed for the angle that was 
changed from 130° to 175°. The contact model was also created 
(Fig. 5c).

Material properties of the computational model were defined 
on the base of mechanical properties of the manufactured finger 
prototype. Three phalanges and one pulley are manufactured 
from material ABS 400 by Rapid Prototyping method that is 
usually used for prototype parts production [16]. The remaining 
parts are manufactured from steel material. The cable was 
simulated by element of a Beam type that enables to obtain an axis 
force (actuating tensile force in the solved task) that was used for 
the transfer function calculation. The values of Table 1 were used 
for definition of the mechanism model loading. Results of the 
contact analyses show that parameter alfa:1 = 135deg represents 
angle of an optimal grip of proximal and medial links (see Fig. 6). 

Results of deformation analyses showed that influence of the 
gripping force U on the distal link is minimal (Figs. 6 and 7) – 
therefore, material ABS400 is possible to consider as isotropic 
material in this case. 
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1.  Introduction

The main aim of this article is off-line programming of robotic 
systems as well as their computer simulation. It contains the basic 
information about the development process of universal software 
for simulation of automated workplaces equipped with one or 
more robots. This software is developed during last few years in 
authors’ workplace and is called RoboSim. The article is focused 
on one specific part of its development, concretely on calculation 
of kinematic model for specified type of robots.

Kinematics is the study of possible motion and configuration 
of a mechanism and it is related to the geometry of solved system. 
To understand how the system will move in given circumstance 
requires knowledge of speed, forces, torque, inertia, energy, etc. 
We need to know the position and orientation of the last linkage 
or the end-effector in terms of robot joint variables. This method 
is called forward kinematics [1]. The basic idea is to find matrices 
corresponding to the motion of each joint. We can use rotation 
and transformation matrices for this task. Combining these 
matrices in the correct order will give us the basic transformation 
equations for the final linkage as a function of the joint variables 
[2]. The position and orientation of any point rigidly attached to 
the gripper can be found if the joint angles are known. Inverse 
kinematics tells us how to do it in a backward way. The angles for 
each joint are calculated separately which must be set when the 
given position and orientation of the gripper want to be reached. 

This is one of the basic aims in robotics, since whenever we 
specify the motion of the robot’s gripper we need to know the 
corresponding joint motion.

There are currently a number of programs used for simulation 
of robots and complete robotic workstations on the market. 
These programs are used for visualization, testing, debugging 
and repairing of programs for real robots. Debugging option 
is therefore very advantageous in pre-production stage because 
the standing time of robots or whole line can be reduced to 
a minimum. These programs also find their application in 
production planning and training of operators in the field of 
robotics. 

Requirements for simulation programs are:
• simple operation,
• good quality results,
• low initial and total costs
• quality of interface (the ability to import / export existing 

data)
• correct selection of simulation tools,
• processing and evaluation of results,
• visualization and animation.

Simulation programs can be divided into two main categories 
- programs developed by manufacturers of industrial robots (ABB, 
Kuka, Fanuc, etc.) and systems developed by software producers.
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3. General inverse kinematics calculation 

Any robot can be taken as a group of links connected 
by joints. To each link of manipulator we can connect one 
coordinate system. Using homogeneous transformations, the 
relative position and orientation between the link coordinate 
matrixes can be described (Fig. 2). The A-matrix is a simple 
homogeneous transformation describing the relative displacement 
(translation and rotation) between the coordinate systems of 
two neighboring links. The A1-matrix describes the position 
and orientation (variable U) of the first link, A2-matrix the 
second link with respect to the first one. All A-matrixes can be 
composed of two other matrixes, B-matrix and C-matrix. The 
B-matrix represents translation and rotation to another link and 
the C-matrix represents only setup angle U. For a robot with six 
degrees of freedom, we can write:

T6 = A1 * A2 * A3 * A4 * A5 * A6 (3)

A1=B1 * C1,   A2= B2 * C2    ...    A6=B6 * C6 (4)

A specific feature of the software RoboSim is that there are 
used two different methods for calculation of inverse kinematics: 
heuristic and vector method as well. Vector method is applicable 
to only one type of kinematic structure (in our case just the serial 
robot with six degrees of freedom and rotation constraints) but 
it is very fast and accurate. On the other hand, heuristic method 
allows us to find a solution for more degrees of freedom than the 
number of known parameters. This method is especially useful 
when the robot moved fast from point to point when there is not 
needed very high precision of orientation (just high precision of 
position). 

The versatility, openness and access to the source code 
created the predisposition for its deployment under the laboratory 
conditions for controlling of robotic devices developed in authors’ 
workplace within the last few years. Some of them are based on 
parallel or hybrid kinematic structure and the simulation software 
can be used for creating and testing of control programs for 
these machines as well. Designed simulation software is based on 
modular principle what enable to modify the software according 
to our application (modules can be changed).

2.  Basic transform equations within the robot 
workspace

The task is to formulate the robot with transform equations. 
These equations arise when the manipulated object as well as 
the robot is described with respect to the same reference system. 
In Fig. 1 is shown the automated cell based on robot which is 
described by WRD-matrix (world) within the global reference 
system. The robot end link is described by UCS-matrix and 
T6-matrix as well, while the end-effector is described by GRP-
matrix (gripper) relatively to the robot’s end link. All matrixes 
could be defined as dynamics, but only T6-matrix is controlled 
by inverse kinematics. At the opposite side in Fig. 1 is shown 
a manipulated object described by relative transformation CONV-
matrix (conveyor), OBJ-matrix (object) and PICK-matrix (place 
where it is possible to catch the object).

Then, for the task “grasping the object by robot” we can 
mathematically formulate this equation [robot gripper coordinate 
system must be identified to the gripping (welding, touching, 
picking) position of a moveable object]:

WRD * UCS * T6 * GRP = WRD * CONV * OBJ * PICK (1)

Then for the robot position we can write general equation:

T6 = CONV * OBJ * PICK * UCS-1 * GRP-1 (2)

This is the basic procedure how it is possible to find T6-matrix 
for selected robot. Using inverse kinematics we can find unknown 
joint variables of the robot arm.

Fig. 1 Coordination system of working space and robots
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These equations are too difficult to solve directly in a closed 
form. This is the case for most robot arms. Therefore, it is 
needed to develop efficient and systematic techniques that 
exploit the particular kinematic structure of the manipulator. 
Whereas the forward kinematics problem always has a unique 
solution that can be obtained simply by evaluating the forward 
equations, the inverse kinematics problem may or may not have 
a solution. Even if a solution exists, it may or may not be unique. 
Furthermore, because these forward kinematic equations are in 
general complicated nonlinear functions of the joint variables, the 
solutions may be difficult to obtain even when they exist.

Solving the inverse kinematics problem is most interesting 
in finding a closed form solution of the equations rather than 
a numerical solution. 

Closed form solutions are preferable for two reasons:
• In certain applications, such as tracking a welding seam 

whose location is provided by a vision system, the inverse 
kinematic equations must be solved at a rapid rate, say every 
20 milliseconds, and having closed form expressions rather 
than an iterative search is a practical necessity.

UCS - robot coordinate system, could be placed everywhere
WRD - basic world coordinate system (not shown)
TCP - position and orientation of end-effector relatively to UCS
GRP - position and orientation of end-effector relatively to T6
WRS - wrist center (orange axis)

Fig. 2 Kinematic structure and coordinate system of serial links

Then, we can write:
WRD * UCS * TCP = WRD * UCS * T6 * GRP (5)

And after modification and substitution:
A1 * A2 * A3 * A4 * A5 * A6 = TCP * GRP-1 (6)

The T6-matrix represents the desired position and orientation 
of the end-effector. The task is to find all values for joint variables 
inside A-matrixes. For standard manipulator it is supposed  that 
the desired position and orientation of the final frame are given 
by:
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For example, to find the corresponding joint variables U1, U2, 
U3, U4, U5 and U6 we must solve the following simultaneous set 
of nonlinear trigonometric equations:
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in that order), where the direction of Z-axis is parallel with axis 
of the end-effector (direction of Y-axis goes left for right angle 
coding system). Finally, the coding system can be X, Y, Z, Rz, 
Rx, Ry, which is also user-friendly for robot programing. Coding 
system doesn’t have any influence on calculation either for the 
controlling of robot. Coding system is important only for user 
comfort and for preventing errors and mistake. 

5.  General equations for robot links

The first task for joint variables computing is finding position 
and orientation for the center point of wrist, then:
   
WRS = TCP * GRP-1*B6-1 (21)

Matrix of wrist has a form:
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• The kinematic equations in general have multiple solutions. 
Having closed form solutions allows one to develop rules for 
choosing a particular solution among several.

The practical question whether the solution of inverse 
kinematics problem exists or not depends on engineering as well 
as mathematical considerations. For example, the motion of the 
revolute joints may be restricted to less than full 360 degrees of 
rotation so that not all mathematical solutions of the kinematic 
equations will correspond to physically realizable configurations 
of the manipulator.

4.  Kinematics decomposition

The position and orientation of a robot’s end-effector are 
derived from the joint positions by means of a geometric model of 
the robot arm. For serial robots, the mapping from joint positions 
to end-effector pose is easy whereas the inverse mapping is 
more difficult [3]. Therefore, most industrial robots have special 
designs that reduce the complexity of the inverse mapping. The 
most popular designs involve a spherical wrist.

Although the general problem of inverse kinematics is quite 
difficult, it turns out that for manipulators having six joints 
(with the last three joints intersecting at a point) it is possible to 
decouple the inverse kinematics into two separate and simpler 
problems (Fig. 3). They are known as inverse position kinematics, 
and inverse orientation kinematics. For a six-DOFs manipulator 
with a spherical wrist, the inverse kinematics problem may be 
separated into two simpler problems, namely first finding the 
position of the intersection of the wrist axes, called the wrist 
center, and then finding the orientation of the wrist (matrix 
WRS).

WRS
R P

0 1
= ; E (20)

where P and R are the desired position and orientation of the tool 
frame, expressed with respect to the world coordinate system. 
For given P and R the inverse kinematics problem is to calculate 
parameters U1-U6. The important point of this assumption for the 
inverse kinematics is that the motion of the final three links about 
these axes will not change the position of WRS. The position 
of the wrist center is only a function of the first three joint 
variables (U1, U2 and U3). But orientation of the wrist center is 
a function of all joint variables (U1-U6). This is the reason why it 
is preferable to find the position of wrist as first.

Next important step is defining coding system for position 
and orientation of end-effector. Here is the big variability. It is 
possible to use: a coding system based by Euler angles, rotation 
Roll Pitch Yaw, Cardan angles or many others [4]. The best 
way for robot programing is to use a coding system based on 
rotating of robot wrist center around axis Rz, Rx, Ry (exactly 

Fig. 3 The relative position of the wrist axis and coding system of wrist
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It should be remembered that the calculated rotation angles 
are wrist angles (WRS-matrix) based on the original coordinate 
system (UCS-matrix). These angles will be needed later to 
calculate the real angles of the robot wrist U4, U5, U6. These 
angles are already affected by the position, not only the orientation 
of the wrist.

5.1 Inverse position

For the common kinematic arrangements, we can use 
a geometric approach to find the variables U1, U2, U3 
corresponding to the right center position of wrist. The complexity 
of the inverse kinematics increases with the number of nonzero 
link parameters in general. For most manipulators, many of 
the parameters of B-matrix and C-matrix are zero, or the angles 
included inside are 0 or ± π/2, etc. In these cases especially 
a geometric approach is the simplest and most natural way.

For calculation of U1, U2, U3 it is easy to define this angle 
from the robot triangle, known links length and known center of 
wrist P (Fig. 4).

Fig. 4 Motion equation in a graphic form

The position of points is defined in the known matrix:
K[x,z]= B2 [x,z] (29)
P[x,z]= (WRS*A1-1) [x,z] (30)

Vector p is determined by the position of the wrist. Three unit 
vectors a, o, n describe the orientation of the gripper as follows:
• a is the vector which defines the direction of closing up the 

wrist to the object
• o vector called orientation, determines the orientation of the 

hand
• n is the normal vector and is calculated as the vector product   

Then, the position of wrist center is easy to find from WRS 
matrix:

P(p
x
,p

y
,p

z
) (23)

To find orientation it is good idea to put the position vector 
to zero because we know that the position doesn’t have influence 
on orientation. Then:

WRS = R
z
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z
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x
) (24)

Rz (Uz)-1 . WRS = Ry(Uy) . Rx(Ux) (25)

Having multiplied the matrix:
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Result of equation from matrix:
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Now we have all unknown variable U1-U6 like a function of 
TCP coordinate (X, Y, Z, Rz, Rx, Ry).

6. Conclusion

Industrial robots have a distinct set of capabilities that 
allows them to perform in industrial environments while also 
distinguishing them from other specialized robots. Manufacturing 
companies are seeking ways to ramp up production in a flexible 
way, as European economies start to recover from the recession 
[5]. One option is to use industrial robots, which are now more 
cost-effective both to purchase and to implement [6 and 7], 
thanks largely to programming software that is more engineer-
friendly.

One of the basic tasks which need to be solved in robotics 
is so-called inverse kinematics. The vector method of inverse 
kinematics may not use Denavit-Hartenberg coordinates 
placement rule for links [8] but it is advantageous in terms of 
automated building transformation equations. This method is 
used most frequently for real time continuous path control due 
to easy programming as well as very fast calculation of results. It 
is, however, necessary to treat certain position programmatically 
links of mechanism when triangles and associated trigonometric 
equation, generate calculation errors.

Nowadays the investigation of system properties based on 
activity simulation in its virtual model belongs to the commonly 
used scientific methods for solving any technical problems. 
Simulation has substantial economic gains. Its usage can reduce 
pre-production stages. Thanks to that it can help us to examine 
several alternative solutions, find the optimal one as well as to 
avoid possible collisions. 

The main aim of this article is original and special software 
RoboSim developed at authors’ workplace which enables the 
simulation of automated manufacturing systems equipped with 
one or more robots. There is described more detailed one specific 
part of its development process – design of the mathematical 
model used for motion simulation of robots. Output equations are 
used for calculation of all joint coordinates which are necessary 
for motion control of robot devices. They make it possible to carry 
out collision detection between the robot and its environment 
in real time as well. Proposed software is based on a modular 
principle, which allows the system continuously to innovate and 
extend according to our requirements. The versatility, openness 
and access to the source code created the predisposition for 
its deployment under the laboratory conditions. The software 
development will continue in next period.

Then, it is possible to write for rectangle lengths:
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For angle U3 and U2 from cosine theorem are valid:

cosU ar kl
k l m

3 2

2 2 2

=
+ -c m (34)

cos

sin m
Pz Kz

U ar km
k l m

arc

2 180 2

2 2 2

-

= -
- +

-

cc
a

mm
k

 (35)

And from top view for U1:

arcsinU Px
Py

1 =  (36)

5.2  Inverse orientation

The inverse orientation problem is now one of finding the 
values of the final three joint variables U4, U5, U6 corresponding 
to a given orientation with respect to the dimensions (all 
B-matrixes) and set-up of frame (join U1, U2, U3). For a spherical 
wrist, this can be interpreted as the problem of finding a set of Rz, 
Rx, Ry angles corresponding to a given rotation matrix R. Recall 
that equation shows that the rotation matrix obtained for the 
spherical wrist has the same form as the rotation matrix for the 
Rz, Rx, Ry transformation given in the previous chapter.

For last joint angles (U4, U5 and U6) it is necessary to define  
differential matrix DIF like a difference between angles at the end 
of T5-matrix and requested set up angles Rz, Rx, Ry:

DIF = WRS*T5-1  

Also matrix DIF has a known form and it is possible to use the 
analogously mathematical principle like for finding angles from 
matrix WRS, then:
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And for finding angles U4, U5, U6 are valid:
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1. Introduction

Cutting process analytical modelling allows us to understand 
the basic principles of the metal cutting phenomena while 
reducing the dependence on empiricisms by avoiding a large 
amount of time-consuming experiments. What is more important, 
it enables the evaluation of the main process factors such as force 
of cutting and aids in its prediction, which is required for the 
optimal execution of the machining operation. Many analytical 
models have been developed to date which can determine the 
relations between the variables involved in the cutting process. 
It is generally accepted that the cutting process in the course 
of metal machining is restricted to the area in front of the tool 
cutting edge due to intensive local shear deformation of the 
machined material [1 and 2].

Most of the current analytical models describe the cutting 
process as a simple two-dimensional model named orthogonal 
cutting. However, most cutting operations are actually three-
dimensional and can be properly described using an oblique 
cutting model where the cutting edge is inclined at an angle of 
obliquity, λ, consistent with the primary motion course of the 

workpiece. Nevertheless, the simplified orthogonal model is 
generally used as a good demonstration of the oblique model. 
Figure 1 illustrates the orthogonal and oblique cutting models. In 
Fig. 1c, the workpiece, initially moving at speed v, goes through 
a plastic shearing strain and that leads to a chip streaming at 
speed v

c
 after passing a certain shear area exemplified by the 

shear plane AB. Due to its importance as a measure of the energy 
efficiency of the cutting process, the shear plane orientation, 
φ, is essential to analytical models for the development of the 
cutting process [3 and 4]. In addition to the stress at the cutting 
area, the orientation of the shear plane affects the kinematics 
of the machining process too. Merchant [5] designed the most 
simple and widely used model to determine the shear plane angle. 
He constituted a mathematical concept for describing force 
relationships in the cutting process. 
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Fig. 2 a) Zorev´s curved slip line model, 
b) The simplified version of the curved slip line model (Zorev, 1966)

Palmer and Oxley [9] experimentally studied the cutting 
process using a cinematography technique. Their results validated 
the multi-shear plane theory. They also concluded that tool-chip 
contact occurs some distance away from the tool tip, resulting in 
a kinematic dead zone at the tool tip. It was incorrectly assumed 
that no further plastic deformation occurs as the chip contacts 
the tool face and the secondary deformation observed is larger 
due to elastic chip flattening at this point. As proven conclusively 
from the later experimental work of Wallace and Boothroyd [6], 
the chip continues to undergo plastic deformation via shear upon 
contact with the tool rake face. A similar theory was included in 
Zorev’s [8] work on predicting the shear zone area. 

Thus, two major deformation zones called the Primary 
Deformation Zone (PDZ) and Secondary Deformation Zone 
(SDZ) can be identified in the metal cutting process. The second 
occurs because of shear due to the contact friction conditions 
between the chip and the tool rake face. Based on experimental 
observations, Roth and Oxley [10] developed a slip-line field 
model using velocity-dependent material flow lines that definitively 
identify the PDZ and SDZ. Based on the latter set of slip-line field 
models, the orthogonal cutting process can be presented as shown 
in Fig. 3. Depending on the subject matter under consideration, 
both single shear plane models and slip-line models have been 
used alternatively by researchers to study the cutting process [11]. 
Aside from the seminal work already mentioned, several excellent 
analytical models characterizing cutting mechanics are available. 
A list of analytical models is presented by Shaw [3] and will not 
be mentioned here for brevity.

Fig. 3 Orthogonal schema showing primary and secondary  
deformation zones

Fig. 1 a) Orthogonal cutting model; b) Oblique cutting model;  
c) General 2D representation of the cutting process with the variables of 

the cutting process [6]

Another premise of Merchant’s force of cutting model is 
that the whole shearing action is restricted to a single plane of 
deformation. Lee and Shaffer [7] chose another approach and 
modelled the cutting process based on the plasticity theory. Lee 
and Shaffer’s model expects that plastic deformation spreads over 
the defined shear zone represented by ΔABC. There is uniform 
stress presumed within the shear zone without work hardening 
effects. The complete shearing action is expected to occur along 
parallel lines of slip within the shear zone. Lee and Shaffer’s 
model also presumes that the maximum shear stress is orientated 
in the same direction as the shear plane AC. 

Zorev [8] pointed out incongruities of both the single shear 
plane and homogeneous stress slip-line theoretical models. He 
concluded that both models are limited in their premises; the slip-
line model does not consider the real aspect of work hardening 
(and thus no stress gradient) during machining, while the single 
shear plane model ignores the enormous velocity deceleration 
of the work material from speed v to speed v

c
. Zorev designed 

a shear plane model shown in Fig. 2 a) which describes the 
shear zone by a series of distinct shear planes, each defined by 
continuously varying shear stress values and velocity gradients. 
A simplified version of this model is shown in Fig. 2 b) and 
presents the shear zone as series of straight shear planes each with 
a different shear angle.
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Fig. 4 Multifunction measuring system, 1 – chuck; 2 – sample; 3 – cold 
light; 4 – high-speed imaging camcorder, 5 – thermo-vision system; 

6 – dynamometer with tool; 7 – macro-stand

Dynamical monitoring of the cutting process can be provided 
by the high-speed imaging camcorder, which ensures high-speed 
imaging in all experiments, with an imaging frequency of 1000fps. 
For detailed study, a super-macro lens Raynox MSN-202 with 
20x magnification was used. Based on this optical system, we can 
capture an area of 4mm x 3mm. 

The actual heat distribution can be monitored by the thermo-
vision system which captures the thermal field in the cutting zone 
and heat distribution when machining. This compact camera 
allows us to measure temperatures up to 1200°C with a tolerance 
of ±2°C. Special optics with deflected lens allows us to place the 
camera outside of the perpendicular on the scanned object [14].

The piezoelectric 3-component dynamometer can capture 
fast dynamic force relations measured as cutting forces with high-
speed scanning up to 1x105Hz. All the applied measuring devices 
are integrated on a macro-stand (Fig. 5). For correct mounting 
and manipulation, the macro-stand was designed with mounting 
on the lathe support in order to ensure the simultaneous motion 
of the camera and cutting tool.

Fig. 5 Macro-stand with triaxial feed for mounting of high-speed 
imaging camcorder which provides simultaneous movement of the 

cutting tool and camcorder

2. Multifunction measuring system

The modelling system FEM is an important tool for 
rationalization of the metal cutting process, allowing industry to 
make parts faster, better, and at less cost but mainly ensuring the 
functional characteristics [12 and 13]. Innovative measurement 
methods of the process using thermal systems, high-speed 
scanning of dynamic processes and influence can be used to 
improve and verify the accuracy of these models. Four goals of 
manufacturing-related research at the Department of Machining 
and Manufacturing are: to develop and improve measurement 
techniques, to develop an understanding of the uncertainties 
involved with performing such measurements, to compare models 
of machining with thermal and visible spectrum images to verify 
the models, and to share this understanding with the machining 
community [14 and 15].

The formation of individual deformation zones is shown 
in Fig. 4, which shows a schematic of a typical image of an 
orthogonal cutting process. The relative motion between a cutting 
tool and a workpiece causes material to be removed from the 
workpiece. This removed material is referred to as a formation 
chip. Most of the deformation of the workpiece material occurs 
within a thin area called the shear zone [16 and 17].

Two of the many types of chips are called continuous and 
segmented. A continuous chip is a long ribbon of relatively 
uniformly deformed material. By contrast, a segmented chip has 
alternating zones of low and high shear strain. A zone of low 
strain in a segmented chip is called a segment. The zones of high 
strain between the segments are mechanically weak, so the long 
ribbons of material tend to break into short pieces [18]. These 
short pieces are more manageable than a continuous chip. Even 
when segmented chips do not break completely, there is generally 
a partial gap between the segments. The shear zone is somewhat 
stationary when continuous chips are formed, but often travels 
along with the chips when the chips are segmented. We will call 
the area surrounding the shear zone the face of the chip. The 
shear zone has a higher temperature than the face. For segmented 
chips, the shear zone generally also has a higher emissivity than 
the face [19 and 20].

The system used for measuring and observation processes 
in the cutting zone consists of a high-speed imaging camcorder, 
thermo-vision system and dynamometer for measurement of the 
cutting forces. Besides these sub-devices, there is a laboratory 
cold light for lighting the studied area and a computer for 
synchronizing all the measured data. This multi-axis measuring 
system (Fig. 4) was designed for the universal lathe SUI-40, but 
the construction of the stand guarantees some universality of the 
measuring system for other types of machines.
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3. Evaluation of the experiments

Measurements of cutting forces were conducted in various 
cutting conditions. As we can see, the cutting force Ff increased 
with the increasing feed and, conversely, cutting force Fc 
decreased with increasing cutting speed (Fig. 6). It can be 
deduced from the measured data that the behaviour of nickel 
alloy Monel 400 is similar to the machining austenite of steel, but 
with a higher ratio of cutting forces considering the mechanical 
properties of this alloy.

From the monitoring of the dynamic course of the cutting 
forces, we can say that the cutting process is created by frequent 
accumulation of material as the built-up edge. The built-up edge 
has considerable influence on the cutting geometry, which causes 
the high dynamization of the cutting process.

Methods of examining and monitoring the cutting zone are 
developing with available technologies that are applicable for 
the monitoring and capturing of processes during the cutting 

Nickel alloys are  popular materials due to their high heat and 
creep resistance. Due to their specific properties, they are used 
in the aerospace industry. Due to their mechanical and chemical 
properties, they are included among the hard-machined materials. 
Because this material is characterized as having a combination 
of strength, toughness and hardness, it is necessary to choose 
specific cutting conditions [21 and 22]. These were chosen from 
the real cutting conditions used in practice and they are shown 
in the caption of Fig. 6. All experiments were performed without 
coolant because this would prevent the scanning by the high-
speed thermo-graphic camera [23 and 24].

To prevent the influence of bound-cutting by the cutting edge 
effect, the technology of free-cut turning was chosen. The free 
cutting approach ensures as much as possible of the area of the 
cutting zone and also ensures that the chips depart in the opposite 
direction of action from that of the cutting tool [25 and 26]. 

Fig. 6 Static values of cutting forces in various cutting conditions

Fig. 7 Cutting process with continuous cut and minimal cutting speed v
c
 = 40 m.min-1 and feed 0.21mm, rise of elementary chip and deformation 

areas of plastic and elastic deformation

Fig. 8 Cutting process with continuous cut and maximal cutting speed v
c
 = 100 m.min-1 and feed 0.21mm, formation of continuous ribbon  

chip and deformation areas of plastic and elastic deformation
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images show the formation of deformation processes, and are 
thus a suitable basis for new simulation and mathematical models.

The data obtained from the individual processes during the 
experiments have a direct relationship with each other because 
they were obtained simultaneously in a single machining process. 
In this case they provide especially a waveform record of the 
cutting forces, the time course of development of the temperature 
field, and visual records of the deformation phenomena during the 
machining process. The measured data were then processed on 
a computer into video clips that show how individual phenomena 
are associated with each other in the cutting zone (Fig. 10). 

Fig. 10 Deployment of monitored processes in the video output of 
multifunctional measuring system [11]

Sequential frames from multi-parametric output are shown 
schematically: In the upper left corner is a visual record from the 
high-speed camera. In the top right corner is a thermo-graph or 
the thermo-graphic time course of the thermo-vision system (this 
is slowed down for the high-speed camera frame rate). Below the 
video output is the waveform of the components of the cutting 
force on the left and the graphic time course of the development 
of the average temperature in the cutting zone.

During the turning of the nickel alloy Monel 400, the 
phenomenon occurs that the  primary contact of the tool and 
machined material is highly loaded with the pressure of transition 
from forming to the cutting process. In the first frame (Fig. 
11), it is possible to see the formation of elementary chips after 

process [27]. The most common possibilities include research of 
deformation processes based on finished changes after the end of 
the cutting process, such as examining metallographic samples 
from the cutting zone, acquired by the immediate interruption 
of the cutting process, etc. [28 and 29]. This research reached 
sufficient and complete conclusions about the processes in the 
cutting zone, but in a static concept after the finished process. 
Therefore, it was necessary to find new innovative technologies 
for idealized physico-mathematical models as the previous 
experimental outcomes provide information about finished 
processes only [30 and 31]. It is necessary to record deformation 
processes in the form of a high-speed video and image sequences 
from which the creation, shape of chips and deformations in the 
cutting zone when machining can be evaluated, and these can be 
made from monitoring  the cutting zone by a high-speed imaging 
camcorder [32 and 33].

In the high-speed video records, it is possible to see the 
formation of deformation processes depending on the cutting 
conditions. At low cutting speeds, the formation of elementary 
chips occurs, giving rise to high dynamic shocks which load and 
cyclically fatigue the cutting edge up to destruction (Fig. 7).

At the higher cutting speeds, the formation of continuous 
ribbon chip occurs, which has a different character of influence 
on the cutting edge where thermal effects outweigh the dynamic 
shocks and cyclic loadings (Fig. 8). 

 In the last picture (of Fig. 8) of the measuring system, the 
primary and tertiary area and their influence on the machined 
surface can be seen. This surface has the effect of pooling the high 
stress loadings which act negatively on the functional properties 
of parts. 

By application of the notch, there was simulation of 
discontinuous cut in which the monitoring of the cutting process 
before and after tensioning of the technological system was 
important. Cutting conditions were identical to the conditions of 
the continuous cut. In this experiment, there is formation of the 
same chip which has an identical character to that in the previous 
experiment. The cutting edge of the cutting tool is exposed to 
temperature mainly and dynamic shock and cyclic loadings  
(Fig. 9).

In each picture of the measuring system, relaxation of the 
technological system (tool – workpiece) can be seen with the 
transition to the tensioning of the technological system. These 

Fig. 9 Cutting process with continuous cut and maximal cutting speed vc = 100 m.min-1 and feed 0.21mm, formation of continuous ribbon chip  
and deformation areas of plastic and elastic deformation
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4. Conclusions

The multifunction measuring system designed for the 
monitoring of processes in the cutting zone allows observation 
of the deformations, temperature field, forming and shape of chip 
directly in the course of the cutting process, without interruption. 
We can evaluate the measured data in the specific dependences 
which exist between them.

The forces which act in the process change depending on the 
cutting conditions, structure and mechanical properties of the 
machined material.

The deformation processes which are in the cutting zone 
during machining take place at high speed. Under normal 
observation with the naked eye or by microscope only, these 
processes are not identifiable. Detailed observation is possible 
using the high-speed imaging camcorder. In this way, we can 

the intrusion of the cutting tool into the action, and after the 
stabilization of the cutting process, flat spiral chips were created.

The microstructure and mechanical properties of the materials 
caused a built-up edge to form almost throughout the cutting 
process. The components of cutting force during the formation of 
the built-up edge and its subsequent “holding on” to the front face 
of the cutting tool grew very high. After being picked, the cutting 
forces decreased sharply. With the new creation of a built-up edge, 
the whole process was repeated. This iterative cycle resulted in 
a specific shape of waveform of the components of the cutting 
force. In the third frame of Fig. 11 the built-up edge and increased 
components of the cutting force can be seen. The last frame of 
Fig. 11 captures the moment immediately after the built-up edge 
is picked.

cutting conditions: continuous cutting; v
c
=70m.min-1; f=0,21mm; a

p
=6m; machine: univ. lathe SUI-40; cutting tool: 

holder STFCL 2525M, insert TCMW 16-160700 

Fig. 11 Selected frames from video output of the multifunction measuring system
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well as the creation and formation of chips, we can also optimize 
the shape of the cutting inserts.
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observe not only the deformation processes but also the creation 
and formation of chips.

With the multifunction measuring system, we can better 
intensify the machining process, cutting conditions and so 
improve the product quality. We can also reduce the cost, 
because this system allows simultaneous measuring. Based on the 
observations of the deformation processes in the cutting zone, as 
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1. Introduction
       
Together with the increased demand for high precision of 

manufactured parts, machine tools and machine tool systems 
are required to maintain ever-increasing geometric, kinematic, 
technological and efficiency standards [1 - 5]. There is a particular 
demand for advancing efficiency together with machining 
precision and process simulation [6 - 11]. In order to achieve 
and maintain precision within several micrometres, control and 
compensation for a variety of errors is imperative; these include, 
inter alia, geometric, kinematic, thermal or cutting force induced 
errors [12 - 19]. For a 3-axis milling centre, for instance, 21 errors 
can be distinguished. Major errors that ought to be mentioned 
are as follows: deviations of the X-Axis  (position deviation in 
X-direction (XTX, EXX), straightness deviation in Y direction 
(XTY, EYX), straightness deviation in Z-direction (XTZ, EZX), 
roll around X-axis (XRX, EAX), pitch around Y-axis (XRY, EBX), 
yaw around Z-axis (XRZ, ECX)), deviations of the Y-axis (position 
deviation in Y-direction (YTY, EYY), straightness deviation in 
X-direction (YTX, EXY), straightness deviation in Z-direction 
(YTZ, EZY), roll around Y-axis (YRY, EBY), pitch around X-axis 
(YRX, EAY), yaw around Z-axis (YRZ, ECY)), deviations of the 
Z-axis (position deviation in Z-direction (ZTZ, EZZ), straightness 
deviation in X-direction (ZTX, EXZ), straightness deviation 
in Y-direction (ZTY, EYZ), roll around Z-axis (ZRZ, ECZ), 
pitch around X-axis (ZRX, EAZ), yaw around Y-axis (ZRY, 
EBZ)) and squareness errors (squareness error between X and 
Y axes (XWY), squareness error between X and Z axes (XWZ), 
squareness error between Y and Z axes (YWZ)). Although some 
of these can be significantly reduced, they cannot be completely 

eliminated [20 - 23]. Numerically controlled machines (machine 
tools or robots) respond to motions programmed in the machine 
coordinate system [24]. The precision of these programmed 
operations depends on the precision of numerically controlled 
motions, precise geometry of their positioning and the influence 
of a technological process realised at a given moment. Above 
all, supervision over the realisation of programmed motions is 
required.

Machine tool accuracy measurements are normalised 
and described by ISO-230. The norm sets requirements and 
specifications regarding geometric accuracy of machine tools 
for machining metal and wood, together with requirements and 
specifications regarding measurements and measuring equipment. 
Polish Norms describe both general methodology of machine 
tool measurements and specific methods for error motion 
determination and limiting conditions associated with tolerances 
[25].

2. Research methodology 

The test subjects were three CNC machine tools (Fig. 
1), namely, DMU 65 MonoBlock vertical 5-axis machining 
centre (Fig. 1a), DMC 635 V ECOLINE vertical machining 
centre (Fig. 1b) and CTX 310 ECOLINE numerical control 
turning centre (Fig. 1c). The assessment determines positioning 
error motions in the X, Y, Z axis, particularly, bidirectional 
accuracy of positioning of a numerically controlled axis A, 
unidirectional accuracy of positioning of an axis (forward 
A↑; reverse A↓), unidirectional repeatability of positioning 
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deviations of the rotary tables of 5-axis machine tools. As in the 
case of the linear axis, the measurement is notably fast with the 
accuracy higher than 1”/turn.

  Table 1 presents environmental parameter reading conditions 
for the DMC 635 V ECOLINE machining tool.

  In addition, the instrument enables dynamic measurement 
(motion and speed as a function of time) and interpretation of 
the measurement results for various methodologies (Fourier 
transform). XR20-W calibrator provides time-efficient and 
uncomplicated wireless testing of CNC machines of various types 
(e.g. 5-axis centres or measuring machines). Moreover, XR20-W 
calibrator allows measuring of the positioning accuracy of rotary 
axes, with an accuracy of 1 arc second. XR20-W calibrator is 
equipped with a handle adapter – an adapter plate, as well as 
the mounting ring and the centration aid, together constituting 
a system applicable to a variety of machines and devices, whose 
configuration and measurement procedure are controlled with 
RotaryXL software.

DMC 635 V ecoline vertical machining centre measurement 
methodology comprised X, Y, Z axes linear positioning 
measurements. The measuring stand consisted of a DMC 

(forward R↑; reverse R↓) and reversal value of an axis B. 
The tolerances for the group of analysed machine tools are as 
follows: A = 22 μm, A↑ = 16 μm, A↓ = 16 μm, R↑ = 6 μm,  
R↓ = 6 μm, B = 10 μm.

Figure 2 presents XL80 laser interferometer with XR20 
calibrator and XC80 environmental compensation unit, allowing 
the measurement and compensation for linear and angular 
positioning errors.

Laser interferometer has become a worldwide standard and 
found application at practically all machine tool manufacturing 
plants. The setting time is relatively short and direct communication 
of laser software with the machine controller enables immediate 
measurement configuration and downloading of the data to 
a compensation table in the machine’s controller. 

Figure 3 shows measuring stands during setting and measuring 
of positioning error motion and positioning repeatability of 
analysed machine tools (DMC 635 V ECOLINE vertical 
machining centre (Fig. 3a), DMU 65 MonoBlock vertical 5-axis 
machining centre (Fig. 3b) and CTX 310 ECOLINE numerical 
control turning centre (Fig. 3c). XR20-W unit used with modern 
Renishaw XL80 interferometers enables measurements of angle 

Fig. 1 Analysed machine tools: a) DMU 65 MonoBlock vertical 5-axis machining centre, b) DMC 635 V ECOLINE vertical machining centre,  
c) CTX 310 ECOLINE numerical control turning centre [26]

Fig. 2 Renishaw XL80 laser interferometer: a) rotary axis measurement kit, b) XC80 environmental compensation unit with temperature, 
c) XR20-W calibrator [27]

 a) b) c)

 a) b) c)
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is a non-contact reference measurement, characterised by high 
integrity, operated wirelessly and remotely from the tested axis. 
All measurements were conducted with no load and with prior 
preheating of the machine as per manufacturer instructions. 

Linear axis measurements not exceeding 2000 mm should 
consist of minimum five measurements per metre. In set positions 
measurements are carried out with the adherence to a standard 
cycle procedure, i.e. at least twice in each direction, as per 
interferometer software specifications.  

3. Research results and analysis

3.1 DMC 635 v ECOLINE vertical machining centre 
technical condition assessment

Experimental tests provided data of linear positioning errors 
in X, Y, Z axes in the forward (↑) and reverse (↓) direction. 
Based on these results the following measurements were carried 
out: unidirectional and bidirectional accuracy of positioning of 
axis (A, A↑, A↓), unidirectional repeatability of positioning 
(forward R↑; reverse R↓) as well as reversal value of an axis (B).

Marked on the horizontal axis there is machine table 
motion value, whereas on the vertical axis - error motion in 
micrometres. Figure 4 and its table present measurement results 
of X-axis. The collated data indicates that bidirectional and 
unidirectional accuracy of positioning of axis A↑ and A↓, as well 
as unidirectional repeatability of positioning R↑ and R↓ as well 
as reversal value of an axis B do not exceed tolerance standards 
as per the norm.

Figure 5 and incorporated table show linear error motions 
in the Y-axis. These results present bidirectional accuracy A of 
positioning of Y-axis, unidirectional accuracy of positioning 
of axis A↑ and A↓, as well as unidirectional repeatability of 
positioning R↑ and R↓ as well as reversal value of an axis B. 
It can be observed that error values increase with the increase 
of distance from the target and acquire maximum values at 
the distance of 460 mm. Similarly as in the case of X-axis, all 
determined parameters are within the tolerance.

635 V ecoline vertical machining centre, a laser head, a laser 
interferometer, linear retroreflectors, compensation unit and 
a computer of specific hardware requirements for the use of XL80 
laser (Fig. 3a). Optics accessories were mounted directly on the 
spindle and the tool table and synchronised with XL80 laser. 
The measurement consisted in table motion measurement in the 
following steps: for X-axis by 50 mm (in the range of 0÷600 mm), 
for Y-axis by 20 mm (in the range of 0÷460 mm) and for Z-axis 
by 20 mm (in the range of 0÷440 mm) as well as in registering the 
results at a given measuring point. The measurement was repeated 
three times for each axis. All measurements were conducted 
with no load, following proper preheating of the machine and at 
constant feedrate v

f
=const .

DMU 65 MonoBlock vertical 5-axis machining centre 
measurements were carried out in workshop conditions, with 
the application of XL80 laser system with rotary axis calibrator 
XR20-W (Fig. 3b). The measurement methodology included 
angular positioning accuracy measurement. XR20-W rotary axis 
calibrator was mounted in the centre of the machine tool 
table and configured with XL80 system. The tests consisted in 
performing a 360° rotation of the table at 30° steps and returning 
to the starting position of 0°. The system was stopped for 3 
seconds at each measuring point for measurement data collection. 
Each test was repeated three times. 

CTX 310 ECOLINE numerical control turning centre 
measurements were conducted in workshop conditions with 
the use of XL80 laser system with rotary axis calibrator 
XR20-W. The measuring stands are presented in Fig. 3c. The 
methodology consisted of angular positioning of the machine tool 
measurement. Rotary axis calibrator was mounted in lathe chuck 
and synchronised with XL80 laser. The measurements procedure 
consisted in performing a 360° rotation of the lathe chuck at 
the steps of 20° and returning to the starting position of 0°. The 
measurement was stopped for 3 seconds at each measuring point 
for data collection and each procedure was repeated three times.

The process of calibration with XR20-W system is fully 
automated. XR20-W calibrator is supplied with servocontrolled 
battery drive, and data capture is synchronised with axis motion. 
It results in the whole process being automated with no operator 
intervention required during data capture. Renishaw laser system 

Compensation unit readings describing environmental conditions for DMC 635 V ECOLINE vertical machining centre measurements Table 1

Dane Axis X Axis Y Axis Z

Start End Start End Start End

Air temperature [°C] 22.99 22.94 23.09 22.86 23.20 22.97

Air pressure [hPa] 1004.80 1004.80 1004.40 1004.40 1004.20 1004.00

Relative humidity [%] 31.19 31.96 32.01 32.34 31.93 32.00

Material temperature [°C] 21.11 21.14 21.20 21.22 21.34 21.32

Environmental parameter 
316406.88  

x10-6

316406.75  
x10-6

316406.63  
x10-6

316406.48  
x10-6

316406.16  
x10-6

316406.16 
x10-6
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Fig. 4 Linear positioning error motion in the X-axis of DMC 635 
V ecoline vertical machining centre

Fig. 5 Linear positioning error motion in the Y-axis  
of DMC 635 V ecoline vertical machining centre

Fig. 6 Linear positioning error motion in the Z-axis  
of DMC 635 V ecoline vertical machining centre

Fig. 3 Setting up and performing positioning error motion  
and repeatability of: 

a) DMC 635 V ECOLINE vertical machining centre, 
b) DMU 65 MonoBlock vertical 5-axis machining centre, 
c) CTX 310 ECOLINE numerical control turning centre

a)

b)

c)
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prognosis, which will apply the methods of Artificial Intelligence. 
This requires, however, systematic diagnostic measurements 
with a view to creating geometric accuracy history of a machine 
tool, based on which such a model could be developed. It does, 
nonetheless, open the gate for downloading obtained results 
to the type series of machine tools in service. The goal set by 
the authors of this paper, i.e. creation of models in question is 
believed to produce notable benefits connected with practical 
application, which would allow a manufacturer to estimate the 
future condition of the machine and to take necessary measures 
to compensate and minimise appearing errors.

 

4. Conclusions

Conducted experimental tests and the analysis of their results 
lead to the formulation of the following conclusions:
1. Laser interferometer is at present the most precise and 

universal measuring instrument applied in CNC machine 
diagnostics. The scope of its applications includes conducting 
measurements of diverse geometric and kinematic parameters 
of a machine tool, which is directly reflected in the 
improvement of the general technical condition of machines 
through immediate error compensation. Among its most 
notable features, which must be mentioned is its streamlined 
operation procedures and intuitive software, generating 
reports according to current norms.

2. Conducted diagnostics of the analysed machine tool systems 
proved that none of the determined parameters (A, A↑, A↓, 
R↑, R↓, B) exceeds the tolerance values described in the 
Polish Norm PN-ISO-230. It could be, therefore, stated that 
the machine tool centres in questions are in good technical 
condition. Nevertheless, frequent systematic diagnostic 
testing and required regulation of, e.g. controllers or drives is 
of utmost importance.

3. Maximum linear positioning error motion values in the case 
of DMC 635 V ECOLINE vertical machining centre were 
observed in extreme positions in each axis of the machine 
tool. A recommended method for prevention of machining 
errors which result from the local character of such an error 
is to avoid machining in the identified workspace of the 
machine tool.

4. The change of laser optics is obligatory in error motions of 
axis testing when axis is changed. This solution is, however, 
inefficient and time-consuming. Furthermore, it leads to 
the situation when all measurements must be repeatedly 
conducted for each particular axis, bearing in mind that each 
laser or optics position change necessitates calibration of the 
whole system.

5. The selection of a method and a measuring tool should be 
contingent on: accuracy requirements, the cost of the device, 
time required for testing and accessibility of the device.

Analogical results, collected in Fig. 6, were obtained in Z-axis 
measurements. In comparison with X and Y-axis, where maximum 
values amount to 6-8mm, the measured error motion values were 
doubled and within the range of 12-14mm. Nonetheless, all 
parameters (A, A↑, A↓, R↑, R↓, B) are within the limits of 
ISO-230 standard.

3.2 DMU 65 MonoBlock vertical 5-axis machining 
centre technical condition assessment
 
Figure 7 presents mean unidirectional accuracy of positioning 

of axis in the forward (↑) and reverse (↓) direction. The analysis 
of the diagram indicates that the highest error motion value is 
observed at the angle of 210°.

Fig. 7 Mean angular deviation of DMU 65 monoBLOCK

3.3 CTX 310 ECOLINE numerical control turning 
centre technical condition assessment

Figure 8 presents mean unidirectional accuracy of positioning 
of axis in the forward (↑) and reverse (↓) direction. The analysis 
of the diagram indicates that the highest error motion value is 
observed at the angle of 240°.

Fig. 8 Mean angular deviation of CTX 310 ECOLINE

Values of axis positioning accuracy (A, A↑, A↓, R↑, R↓, B) 
derived in tests will provide the basis for future model for error 
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1. Introduction

Automation is now a key element of the production process 
and puts higher demands on the level of mechanization and 
control of production machines. Therefore, it has resulted 
in the continuous development of NC and CNC machines. 
At present, most of the CNC machines are programmed in 
a language standard ISO 6983 using G and M codes.  This 
30 years old standard can hardly today describe the high 
requirements for production of complex parts. Producers of 
CNC machines extend this standard using various additions and 
implementations thereby becoming this standard non-universal. 
Another disadvantage is the lack of portability of data, which 
prevents the full utilization of all new possibilities of CNC 
machines and CAD/CAM systems [1]. Therefore, at present, 
a new standard for transmitting data between CAD/CAM and 
CNC machine was developed, which eliminates the shortcomings 
of G-code and provides a new option in the control of CNC 
machines known as STEP-NC standard. It is the application of 
STEP methods (Standard for Exchange of Product model) for 
numerically controlled machines. Contrary to the G-code format, 
it provides a two-way flow of data between the CNC machine and 
the CAD/CAM system [2]. It is a new model for data transfer 
between CAD/CAM systems and CNC machines. The role of 
STEP-NC programming of CNC machines is the object-oriented 
way. STEP (ISO 10303) describes the data about the product for 

the mechanical parts. Its main advantage is that it allows using 
the normalized data in all areas of production [3].

Protocol STEP-NC (Standard for the Exchange of Product 
data compliant Numerical Control) is currently being developed 
as a revolutionary method of controlling and programming of 
CNC machines. On the basis of this method of controlling and 
programming opportunities exist for the removing of low-level 
control of machine tools and allow an open and adaptable 
architecture for a new generation of control CNC machines. In 
spite of the short history of the Protocol STEP-NC significant 
research activities has already been done at the international level. 
Today, STEP-NC or ISO 14649 is under development in USA, 
Europe, and Asia. STEP-NC is being developed concurrently 
under two different subcommittees of ISO Technical Committee 
184 (Industrial automation systems and integration), as two 
different standards - ISO 14649 (Data model for computerized 
numerical controllers) and ISO 10303-238 (Application interpreted 
model for computer numeric controllers). Both of them can be 
represented in 10303-21 [4].

2. STEP-NC structure 

The concept of STEP-NC use is simple. It enables a product 
model database to serve as direct input to a CNC machine 
tool. No separate files of tool paths. No G&M codes. No 

DATA STRUCTURES IMPLEMENTATION OF THE PROTOCOL 
STEP-NC AT CNC MACHINES PROGRAMMING
DATA STRUCTURES IMPLEMENTATION OF THE PROTOCOL 
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Fig. 2 Structure of the STEP-NC data model [6]

In the Header section, some general information and 
comments concerning the part program are included. These 
are, for example, filename, author, date and organization. The 
Data section is the main part of the program, containing all 
the information about manufacturing tasks and geometries. 
This section also includes a Project entity that is an explicit 
reference for the starting point of the manufacturing tasks. The 
Project entity contains a main Workplan that contains sequenced 
executable manufacturing tasks - Workingsteps [3].

Details of each Workingstep are given in two parts, Technology 
description and Geometry description. The Technology description 
contains a detailed and complete definition of all Workingsteps in 
a Workplan (Fig. 3). 

This may include tool data (dimensions, tool type, conditions 
and usage of the tool), machine functions, machining strategies, 
other process data and a workpiece definition (surfaces, regions 
and features of the finished part). The Geometry description, 
which is of ISO 10303 data format, provides the geometrical 
information for workpieces, set-ups and manufacturing features. At 
the lowest level, the operations can also contain an explicit and 

postprocessors. This is a radically different approach to CNC 
programming [5]. Standard STEP-NC generates “workingsteps” 
which contain information about geometry, tool requirement, 
and feature definition. With this information, CNC machine 
tools can receive a file with STEP-NC data, know what it means, 
and proceed manufacturing the work piece without any more 
instruction. A comparison between programming with the use of 
G&M codes and STEP-NC using is described in Fig. 1. 

Fig.1 Comparison of the programming process using G&M codes and 
STEP-NC 

Effectively, STEP-NC defines a data input standard for CNC 
systems. As STEP-NC is an extension of STEP to handling NC 
processes, it strictly follows the STEP standard. Like other STEP 
applications, a STEP-NC file also conforms to ISO 10303-21. 
That is, the file contains two sections marked by the keywords 
Header and Data respectively (Fig. 2). 

Fig. 3 Sample of STEP-NC program structure
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to design and create two methodologies for the creation STEP-NC 
data model under the standard STEP-NC. The tools used for 
creating both STEP-NC data models were chosen solely on the 
platform of open source softwares, because nowadays developed 
softwares for the creation of the STEP-NC data are protected or 
unaffordable. 

Fig. 4  General STEP-NC data model

The first method of creating the STEP-NC data consisted of 
modelling the scheme in CASE (Computer Aided Software 
Engineering) instrument. The first step was to find solution of 
appropriate software allowing to create in EXPRESS language 
the STEP NC data model and its graphical design. For the 
solution of the problem has been selected as the most preferred 

exact description of the tool-path if this is required by a CAM 
system or an NC controller. 

Paper presents the results of research  which was focused 
mainly on the analysis of standard STEP-NC, a methodology on 
the model data according to the standard STEP-NC using the 
EXPRESS language as well as the creation of software for the 
transformation of STEP-NC data - “TERMINAL STEP NC“.

3. Methodology for the creation of STEP-NC data 
model 

The basic principle of data model is an object-oriented view 
on programming using the product characteristics instead of the 
coding of individual sequences of motion axes and functions of 
tools [7]. Figure 4 shows a general data model which can be 
specified as a method or philosophy of standard STEP-NC. General 
data model includes data about geometry, data about production 
characteristics and data for the manufacturing process. The role 
of the project solution was to create a data model according to 
ISO 14649 for turning technology, the selected model was applied 
for two-axis turning. View of the fact that the Protocol - STEP 
(area of geometry) is currently already a commercial protocol, in 
solving of our project was the biggest accent placed on production 
process and product characteristics. Solving the problem allows 

Fig. 5 Sequence activities [8]
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Icon Plugin for STEP scheme

Working place in ARGO UML

Tree Structure of scheme 
creating

Entity Atribute

Project

MaterialWorkpiece

 
Fig. 6 Work environment in ArgoUML

Fig. 7 Partial scheme in language EXPRESS [8]
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using data was performed by direct programming in EXPRESS in 
which individual entities are in accordance with ISO 14649.  The 
program was written in text form - code (Fig. 7). 

This part describes the creation of simple partial scheme 
at the level of the first three layers (“Project”, “Workplan”, 
“Workpiece”).Using a graphical interface EXPRESS-G this code 
can be presented in a graphical form, in the form of scheme (Fig. 
8) [8]. The structure of the complex EXPRESS scheme consisted 
of partial EXPRESS schemes that were sequentially defined under 
layers and implemented in a comprehensive EXPRESS scheme. 

4. Creation of  “TERMINAL STEP-NC” software

Within research tasks  the software program for the 
transformation of STEP-NC data TERMINAL STEP-NC was 
created.  The software allows processing control STEP-NC 
program, and based on the proposed communication protocol, 
sends commands to the motion control lathe controller via the 
serial interface USB. For creation of software TERMINAL 
STEP-NC was used programming language Visual Basic 6.0. 
The proposed principle of processing the input file STEP-NC  
consists of five basic steps and is displayed in Fig. 9. Part - 
Decoding of STEP-NC data is formed by filtration of geometric 
parameters, by parameterization and by graphical verification 
[9]. Part - Communication is formed by synchronization and by 
data transmission. 

ARGO UML software. The scheme was then transformed into the 
markup language XML which communicates with the editor of 
schemes. Editor of schemes added instances of entities (schema 
objects) with ISO14649. The last stage of this methodology was 
to generate the scheme to STEP Physical File (ISO 10303-21). 
The activity diagram includes sequence activities for the process 
of creation of scheme and its subsequent transformation and 
modification (Fig. 5). 

Sequence of steps was divided into three parts;  each part 
belonged to a separate section, they were in different activities. 
Flow of data first goes through section-plugin ArgoUML which 
creates XMI file destined to the XSL transformation or generates 
the code of language Express. Section of XSL transformations 
includes process that receives at its input the XMI file along with 
the file containing details of transformations.  The output of this 
section is file in STEP-XML format, which is also the entrance 
to the section of Schemes editor, where are performed processes 
related with editing [8].

The scheme was created by entities “Workpiece, Material, 
Project” (Fig. 6). Each entity contains the individual attributes 
that correspond to the entities according to ISO 14649. Data 
types that is used for drawing of schemes by applied CASE tool - 
ArgoUML are not included in plugin in sufficient quantity as it is 
in the language EXPRESS that uses a large number of data types. 

The second method of creating STEP-NC data was based on the 
Java editor which is complemented by a plugin for EXPRESS and 
EXPRESS-G. The method of creating the STEP-NC data model 

Fig. 8 Partial scheme in EXPRESS- G [8]
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Entry for the program is a text file STEP-NC which is 
processed by the program so that it can be sent by asynchronous 
transmission over serial line to the controller lathe Emco Unimat 
PC (Fig. 10). Software allows visual simulation data transfer. 
Work environment and the procedure for processing of STEP-NC 
are displayed  in Fig. 11 [10].

TERMINAL STEP-NC was tested on STEP-NC program 
from Standard - ISO 14649. Verification of functionality, data 
transmission to the control unit Lathe - Emco Unimat PC is 
displayed  in Fig. 12 [10].

Fig. 9 Working principle of software - TERMINAL STEP-NC

Fig. 11 Procedure for processing of STEP-NC [10]

Fig. 10 Process of data transmission to the control unit Lathe - Emco Unimat PC [10]
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The first methodology is not difficult in terms of programming; 
the disadvantage is that the plugin was additionally installed in 
ArgoUML and does not support all data types. It is not possible 
to create a data model according to the STEP-NC in to its 
fullest extent. Data types, however, can be completed by use of 
existing or by creation of new plugin. The second method was 
implemented directly in a programming language EXPRESS. 
The advantage is that by using APIs interfaces of JSDA and 
plugins can be modelled the schema in its entirety of STEP-NC 
(ISO 14649). In solving it is necessary to have experience with 
EXPRESS language. The complex structure of the EXPRESS 
schema and also a partial schema cannot be in these solutions 
generated into the physical file STEP Part 21 because the 
interface API of JSDA does not contain a plugin that would 
enable the given generating. To create a plugin that would be 
able to carry out such an application is, however, practicable. The  
created software”TERMINAL STEP-NC” verifies the possibility 
of using ISO 14649 as a new model for data exchange between 
CAD   / CAM systems and CNC machines and also verifies the 
possibility of implementing a new standard to the older types of 
CNC machines [13].
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Fig. 12 General view of the workplace verification system and use of 
standard STEP-NC

Presented software program “TERMINAL STEP-NC” can 
process components with the geometry composed of cylindrical 
and conical surfaces. Algorithm of software is open so it can be 
expanded in the future to process other types of surfaces and 
new features [11]. Communication protocol must be extended by 
the control unit. Standard STEP-NC allows building a complete 
database of machining information around it. The database, then, 
dictates what capabilities must exist in the machine tool controller 
to cut the part [12].

5. Conclusion

The solution of the project allows comparing two different 
methodologies for data modelling using STEP-NC protocol. 
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1. Introduction

The first step of the above described task solution was the 
creation of the mechanism mathematical model assembled from 
three movable parts and the motion generating spring (Fig. 1).

The second step was the analysis of the forces applied on the 
mechanism during the workflow.

2. Mechanism Modeling

The mechanism movement is generated by a spring affecting 
the sliding joint between the mechanism parts labeled 2 and 3 
(Fig. 1).

The main problem of the analysis is the moment when the 
mechanism reaches its end position and contacts the frame rigid 
body with the part 1 (Fig. 1) because of the contact properties of 
the contact point.

Fig. 1 Model of the mechanism structure including the spring  
and contact model (Source: authors)

2.1 Dimensions and spring parameters

The kinematics of the mechanism parts parameters were 
defined according to the 3D model  and Table 1.

Dimensions and spring parameters of the mechanism Table 1

Name Label Value Unit

Part 1 length k_B 0.05 m

Part 1 centre of gravity 
distance

k_L
t1

0.02 m

Part 1 angle of the 
centre of gravity

k_φ
t1

π/4 rad

Part 2 centre of gravity 
distance

k_A 0.03 m

Part 3 centre of gravity 
distance

k_L
t3

0.02 m

Distance of revolution 
joints O1 and O3

k_H 0.1 m

Spring stiffness SpringStiffnes 1000 N.m-1

Spring working stroke MechMove 0.03 m

Starting spring 
deformation

SpringDefstart 0.1 m

The initial values of the mechanism parameters are defined 
in Table 2.

Initial values of the mechanism parameters    Table 2

Name Label Value Unit

Part 1 initial angle of the centre of gravity φ
1start

-π/4 rad

Part 2 initial variable distance k_L
R

0 m

The angle by the full pressed mechanism is defined as φ
1start

. The 
reaction force position k_L

R
 influences only the moment value M.
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Contact properties parameters of the mechanism Table 4

Name Label Value Unit

Mechanism stiffness Stiffnes 200000 N.m-1

Stiffness exponent Stiff_exp 2 (>=1) N.m

Mechanism maximum damping 
factor

Dampingmax 500 N.m-1.s

Distance to max. damping 
build-up

Damp_dst 0.002 m

Joint O1 friction moment M
T1

0.5 N.m

Joint O1 friction factor k
MT1

0 -

Joint O2 friction moment M
T2

1 N.m

Joint O2 friction factor k
MT2

0 -

Joint O3 friction moment M
T3

1 N.m

Joint O3 friction factor k
MT3

0 -

The k
MT1, 2, 3

 (rad.s-1) and k
FT

 (m.s-1) values are considered by 
the friction button turned to ON. The direction of the friction 
force (moment) depends on the motion direction (from the 
motion parts relative velocity sign). If the velocity is too slow, its 
direction can vary and so can also the direction of the friction 
force. Therefore, the friction force value is defined to rise around 
zero velocity to maximum [1] and [2].

The described k-value defines the velocity interval of the 
maximum friction force. The principle of the calculation is similar 
to the contact model damping calculation (the value is equivalent 
to the Damp_dst value). The k-value is different for every friction 
force because every friction couple velocity varies. The lower is 
the k-value, the more accurate is the calculation. If the model does 
not work in the friction mode, the solution is to raise the k-value 
which is usually 1.10-3 and lower [3]. The k-value does not affect 
the calculation without the friction consideration. The start of the 
simulation has to be done with the zero value and the solver type 
FIXED (parameters for the Mathcad software).

There is also the fcn_step function defined because of the 
smooth transition between two values of the damping coefficient 
in the contact point. This leads to smooth rise of this coefficient 
without the step rise to the maximum in the contact moment.

The value of the damping rises during the defined penetration 
depth Damp_dst. and then becomes stabillized to “Damping_
max” value (Table 4, Fig. 3).

The motion generating spring positions are defined in Fig. 2.

Fig. 2 Spring positions (Source: authors)

2.2 Mass properties

The mechanism mass properties are defined according to the 
3D model and its calculation model (Fig. 1) in Table 3.

Mass properties parameters of the mechanism Table 3

Name Label Value Unit

Part 1 mass m
1

59.238 kg

Part 1 inertia I
o1

2.843445.10-2 kg.m2

Part 2 mass m
2

0.5 kg

Part 2 inertia I
o2

0.1 kg.m2

Part 3 mass m
3

25.574 kg

Part 3 inertia I
o3

1.13983182.10-2 kg.m2

2.3 Friction and contact properties

The developed simulation program in the chosen software 
(Mathcad) allows to activate the friction via the created “Friction“ 
GUI button. Contact properties of the mechanism are defined 
according to the 3D model in Table 4.
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The Mathcad TOL worksheet variable controls the precision 
to which integrals and derivatives are evaluated. TOL also controls 
convergence criteria in Solve Blocks and in the root function. 
The two most recent estimates of a solution must differ by less 
than the built-in variable TOL. The CTOL worksheet variable 
controls how closely a constraint in a Solve Block must be met for 
a solution to be acceptable. It is used by optimizing functions like: 
Minimize, Maximize, Find, or Minerr. For example, a constraint 
such as x < 2 must be satisfied to within CTOL before a solution is 
returned. If CTOL = 0.001 (the default), this constraint is satisfied 
if x < 2.001 [5] and [6].

Figure 4 shows the simplified view of  the mechanism with all 
important variables and their first and second derivatives.

Fig. 4 Simplified view of important mechanism variables  
(Source: authors)

The calculated mechanism has one degree of freedom 
(DOF). All forces and masses are reduced to the mechanism part 
1 coordinate φ

1
.

It is necessary to define the coordinates L
t2
 and φ

2
 as 

a function of the φ
1
 coordinate. To make the calculation effective 

and simple, the coordinates L
t2
 and φ

2
 are defined as a function 

of the φ
1
 by the interpolation polynomial of the 7-th degree! The 

FitDegree value has to remain defined to 7 during the calculation 
because all equations are derived for this polynomial degree [7].

The R_disp function displays the L
t2
 and φ

2
 coordinate 

values depending upon φ
1
 for the φ

1
 values from -π/2 to π/2. In 

this interval, the mechanism is resolvable - the values outside the 
interval will not be calculated correctly. 

The number of values labeled NuPo specifies the calculation 
of the interpolation polynomial coefficients for the φ

2
 and 

L
t2
 coordinates. The Disp_Coeff software feature displays the 

polynomial coefficients. The angle of the φ
1
 coordinate between 

the threshold limit -π/2 and π/2 is defined as ff1.

Fig. 3 Contact model (Source: authors) 

3. Solver parameters

The solver parameters were defined as follows in Table 5.

Solver parameters Table 5

Name Label Value Unit

Time interval (0 - t
end

) t
count

1000 -

Number of the points in the 
plotted graphs

N
t

1001 -

End time of the simulation t
end

1 S

Friction force F
T

10 N

Friction force factor k
FT

0 -

The larger is the number of the time interval (0 - t
end

) division 
during the simulation, the more accurate is the calculation. If the 
calculation does not converge, new solver has to be used (right 
button on the odesolve function in the MathCad) [4].

4. Interpolation of bodies coordinates

The bodies coordinates that are interesting for the interpolation 
during simulation are labeled φ

2
 and L

t2
 in Fig. 4. The parameters 

influencing the interpolation are defined in  Table 6.

Interpolation influencing parameters Table 6

Name Label Value Unit

Control variable CTOL 0.00001 -

Control variable TOL 0.00001 -

Polynomial degree FitDegree 7 -

Number of points NuPo 200 -
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Reduced forces are labeled as F
Pred

 appertaining the spring, 
F

k
 appertaining the contact and F

TR
 appertaining the damping.

The motion equation solution leads to the output of the 
coordinate φ

1
 - its angular velocity dφ

1
 and φ

1
 angle. If the solution 

failed, it would be necessary to change the solver type (Mathcad 
“Odesolve” button - ADAMS, FIXED, ...).

The creation of N
t
 values for the simulation time 0 - tend (φ

1
, 

dφ
1
, ddφ

1
) is defined with the help of the tt parameter - the time 

interval vector from 0 to t
end

 divided to N
t
 values.

6. Contact force simulation results

The resulting contact force – the main goal of the complex 
tension mechanism simulation is shown in Fig. 6. The contact 
force peak value of 284.14 N was reached in 0.09 s.

Fig. 6 Tension mechanism contact force calculation result 
(Source: authors) 

The equations representing the relationships between the 
coordinates are following:

L cos k A cos k B cos 1 0

L sin k A sin k B sin 1

k H 0

t2 2 2

t2 2 2

$ $ $

$ $ $

+ + - =

+ + -

- =

{ { { r

{ { { r

^ ^ ^
^ ^ ^
h h h
h h h  

 
 

(1)

The comparison between the interpolated data (red) and 
real data (blue) for the angle φ

1
 from -π/2 to π/2 (Fig. 5) attends 

only for the test of the interpolated and calculated data match. 
In the case of extreme mechanism dimensions, the values could 
not match and it would be necessary to rise the interpolation 
polynomial degree [8] - [10].

The φ
2
 and L

t2
 coordinates are defined at the start of the 

simulation (pressed mechanism) for the value φ
1start

. The initial 
values for the calculations noted above are shown in Table 7.

Initial values of the mechanism variables Table 7

Name Label Value Unit

Part 2 initial angle of the centre of gravity φ
2start

61.298 Deg

Part 2 initial variable distance L
t2start

0.044 M

The spring force labeled as fcn_F
p
(def) is defined as linear, 

the output parameter is the L
t2
 value.

5. Motion equation calculation

The differential motion equation for the mechanism is 
defined according to the labels of the parameters defined in the 
previous text and tables as

I x I m

7a x 6a x 5a x 4a x 3a x 2a x a ...
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a x a x a x a x a x a x a x a
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Fig. 5 Interpolated and calculated data match test of the mechanism variables (Source: authors)
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components. It was necessary to use the right model of the 
friction and contact properties and to calculate the mechanism 
coordinates via the interpolation polynomial of the 7-th degree. 
The result of the simulation was the definition of the peak contact 
force between the mechanism component and the frame rigid 
body.

7. Conclusion

The mathematical model of the tension mechanism working 
by a spring motion generation and contacting a rigid body at 
the end of the motion was built considering the main problem 
of the analysis - the moment when the mechanism reaches its 
end position and contacts the frame rigid body with one of its 
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1. Introduction

Magnesium is an exceptionally lightweight metal. With 
a density of 1.74 g/cm³, magnesium is 1.6 and 4.5 times 
less dense than aluminum and steel, respectively [1 - 3]. 
The fracture toughness of magnesium is greater than ceramic 
biomaterials such as hydroxyapatite, while the elastic modulus 
and compressive yield strength of magnesium are closer to those 
of natural bone than is the case for other commonly used metallic 
implants made of stainless steel or titanium [4 - 10]. Moreover, 
magnesium is essential to human metabolism and is naturally 
found in bone tissue. It is the fourth most abundant cation in the 
human body, with an estimated 1 mol of magnesium stored in the 
body of a normal 70 kg adult, with approximately half of the total 
physiological magnesium stored in bone tissue [11].

The unfortunate complication is that pure magnesium and its 
alloys can corrode too quickly in the physiological pH (7.4 - 7.6) 
and high chloride environment of the physiological system, losing 
mechanical integrity before the tissue has sufficiently healed and 
producing hydrogen gas in the corrosion process at a rate that is 
too fast to be dealt with by the host tissue [12]. It is likely that 
in spite of some early successes with magnesium-based implants 
[13], the metal was abandoned due to the production of gas 
during the in vivo corrosion process when stainless steels became 
available. Several possibilities exist to tailor the corrosion rate of 
magnesium by using alloying elements and protective coatings, 
processes that, of course, must lead to a non-toxic, biologically 
compatible material [4, 12 and 14].

Calcium phosphates have been researched extensively for 
biomedical applications due to their high biocompatibility and 
bioactivity [15]. Unfortunately, these ceramic biomaterials do not 
have the mechanical strength to enable them to succeed in load 
bearing applications. However, implant materials such as stainless 
steels and titanium alloys are coated with calcium phosphates 
[16 - 18].

Compared to conventional preparation methods, such as hot 
spraying or laser cladding, the structure of Ca–P coatings formed 
in solution is closer to that of the bone minerals [19]. Moreover, 
the electrodeposition technique could cost-effectively adjust the 
morphologies and compositions of Ca–P coatings [20].

The aim of this study is to create calcium phosphate coating 
on the surface of AZ31 magnesium alloy by potential-controlled 
electrodeposition and to evaluate the corrosion protection 
influence of this coating during exposure in electrolyte simulating 
a human body environment.

2. Experimental material and methods

Magnesium alloy AZ31 was chosen as the experimental 
material. It was continually cast at Brandenburgische Universitat 
in Cottbus, Germany, heat-treated by annealing (420 °C, 6 hours) 
at TU Clausthal, Germany and its chemical composition was 
analyzed at the Magnesium innovation centre MagIC GKSS 
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a digital camera using NIS Elements software. As can be seen, 
the continuous layer of DCPD covering the entire surface is 
composed of irregularly branched units that overlap each other.

Fig. 2 Morphology of created calcium phosphate, light microscopy

Electrochemical impedance spectroscopy (EIS) was used for 
the corrosion resistance evaluation of surface layers after exposure 
times from 5 minutes to 168 hours in 0.9% NaCl solution at 37 
± 1 °C, which represents human body environment conditions. 
Corrosion electrochemical characteristics were measured and 
evaluated by a potentiostat/galvanostat/frequency response 
analyzer VSP from BioLogic SAS France. EIS measurements 
were performed at open circuit potential with AC voltage 
amplitude of 15 mV in frequency range from 100 kHz to 10 mHz.

Results from EIS measurements in the form of impedance and 
phase Bode plots are shown in Fig. 3 and Fig. 4 for AZ31 samples 
with ground surface and surface coated by DCPD, respectively. 
Bode plots were analyzed by software EC-Lab V10.12 using 
equivalent circuits. Fig. 5 expresses the equivalent circuit used 
for the analysis of Bode plots with one minimum in phase shift vs 
log f interpretation and Fig. 6 the equivalent circuit used for the 
analysis of Bode plots with two minimums in phase shift vs log f 
interpretation [3]. These equivalent circuits use various elements 
expressing the character of evaluated surface. In our case, R

Ω
 is 

resistance of the solution, R
p1

 and R
p2

 are polarization resistances 
of various mechanisms in corrosion model (e.g. charge transfer, 
film resistance,...), R

p
 is mixed polarization resistance or sum of 

partial polarization resistances (R
p1

 + R
p2

) and CPE
1
 and CPE

2
 are 

constant phase elements of mechanisms corresponding with R
p1

 
and R

p2
, respectively. CPE

1
 in second equivalent circuit is constant 

phase element of the layer of corrosion products. 

Geesthacht, Germany. The chemical composition is listed in 
Table 1.

The microstructure of AZ31 alloy (Fig. 1) was observed 
by the CARL ZEISS AXIO Imager.A1m light metallographic 
microscope using AxionVision Rel 4.5 software and AxioCam 
MRc5 camera in the laboratories of the Department of Materials 
Engineering, University of Zilina. The microstructure of AZ31 
alloy is created by polyedric grains of supersaturated solid 
solution of aluminum, zinc and other alloying elements in 
magnesium (solid solution δ). The average grain size is 220 μm.

AZ31 magnesium alloy samples with surface area of 2 cm² 
were ground with 500 and 1000 grit SiC paper to ensure the 
same surface roughness, then rinsed with demineralized water 
and ethanol, and dried using a stream of hot air. After described 
pre-treating the dicalcium phosphate dihydrate (DCPD) was 
deposed on the samples’ surfaces. Treatment electrolyte solution 
was prepared with 0.1M Ca(NO

3
)

2
.4H

2
O + 0.06M NH

4
H

2
PO

4
 

+ 10 ml.l-1 H
2
O

2
. A classical three-electrode system consisting 

of counter electrode (platinum electrode), reference electrode 
(saturated calomel electrode) and working electrode (sample) 
was used for electrodeposition process. Electrodeposition was 
performed with constant potential -1.8 V vs reference electrode 
potential for 1 hour at room temperature 22 ± 2 °C on a laboratory 
apparatus VSP (producer BioLogic SAS France).

Fig. 1 Microstructure of AZ31 alloy, light microscopy,  
etch. picric acid + ac. acid + ethanol + water [21]

3. Results and discussion

The surface morphology of the treated samples (Fig. 
2) was assessed by a stereomicroscope Nikon AZ100 with 

Chemical composition of AZ31 alloy  Table 1

Component Al Zn Mn Si Cu Ni Fe Mg

wt. % 2.96 0.828 0.433 0.004 0.004 <0.001 0.002 bal.
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b)

Fig. 4 Phase Bode plots of AZ31 samples:
Ground surface, b) Surface with DCPD layer

Fig. 5 Equivalent circuit used for the analysis of Bode plots  
with one minimum in phase shift vs log f interpretation

Fig. 6 Equivalent circuit used for the analysis of Bode plots  
with two minimums in phase shift vs log f interpretation

Based on Bode plots analysis the values of polarization 
resistance R

p
 were obtained. This electrochemical characteristic 

represents the corrosion resistance of the surface layer (or layers). 
The values of polarization resistances and other electrochemical 
characteristics gained after various exposure times on AZ31 
magnesium alloy samples without and with DCPD coating are 
listed in Table 2.

a)

b)

Fig. 3 Impedance Bode plots of AZ31 samples:  
a) Ground surface, b) Surface with DCPD layer

a)
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5. Conclusions

On the basis of performed experiments, analysis of the results 
and their interpretations, we came to the following conclusions:
1.  Thin calcium phosphate dihydrate (DCPD) coating prepared 

by potential-controlled electrodeposition process under 
specified conditions forms the continuous layer composed of 
irregularly branched flake-like formations of a different size 
covering the entire surface.  

2.  The polarization resistance (R
p
) value of AZ31 samples with 

DCPD coating (19047 Ω.cm2) reached after first 5 minutes of 
exposure in corrosive medium achieves 19-fold higher value 
compared to that of ground samples (1059 Ω.cm2) after the 
same exposure time which represents a relevant improvement 
of surface layer corrosion protection. 

3.  Maximum value of R
p
 reached on samples with DCPD 

coating after 1 hour of exposure (34972 Ω.cm2) is 29 times 
higher than the maximum R

p
 value of the samples with ground 

surface (1239 Ω.cm2) recorded also after this exposure time.
4. Prepared DCPD coating provides significant corrosion 

protection in 0.9% NaCl solution at 37 °C for 4 hours of 
exposure. Consequently, there is a gradual degradation of 
the coating and local corrosion processes as evidenced by 
decrease in polarization resistance values.

5.  This surface layer provides higher corrosion resistance of 
the AZ31 surface layer at all of the selected exposure times 
when there is still a 3-fold higher value of R

p
 measured on 

samples with DCPD coating compared to ground samples 
after maximal exposure time 168 hours.

Acknowledgements
The research is supported by European regional development 

fund and Slovak state budget by the project: Research centre 
of the University of Zilina, ITMS 26220220183 and Unique 
equipment for evaluation of tribological properties of machines 
parts surfaces, ITMS 26220220048. Authors are grateful for the 
support of experimental works by project VEGA No. 1/0831/13.

A formation of the surface layer of corrosion products based 
on magnesium oxide (MgO) and hydroxide (Mg (OH)

2
) was 

observed in a short time after the immersion of the ground AZ31 
sample in 0.9% NaCl at 37 °C. This formation resulted in the 
increase of polarization resistance R

p
 values which is terminated 

after 1 hour of exposure when the maximum value of R
p
 (1239 

Ω.cm2) was reached. By increase of exposure time the gradual 
decrease of R

p
 values is observed up to a minimum 241 Ω.cm2 

measured after 168 hours of exposure. The decrease of R
p
 values 

can be explained by the degradation of the surface layer formed of 
corrosion products and by the subsequent local corrosion attack 
realized by aggressive components of electrolyte. 

AZ31 samples with DCPD surface layer showed substantial 
increase   of polarization resistance R

p
 values after various exposure 

times in corrosive environment at 37 ° C compared to ground 
AZ31 samples. The value of R

p
 (19047 Ω.cm2) reached on the 

surface with DCPD layer after 5 minutes of exposure was 19 - 
fold higher compared to ground samples at the same exposure. 
Maximal polarization resistance value R

p
 (34972 Ω.cm2) reached 

after 1 hour of exposure represented more than 29 times higher 
value compared to the maximal value of R

p
 reached on ground 

samples. Corrosion process of the samples with DCPD surface 
layer is different from the corrosion process of ground samples. 
At the moment of the samples immersion a reaction of DCPD 
with the corrosive medium (0.9 % NaCl, 37 °C) and the formation 
of corrosion products in places with insufficient DCPD coverage 
occurred. These two processes resulted in filling imperfections 
in the DCPD layer thus increasing the polarization resistance 
R

p
. After 2 hours of exposure there was a decrease in R

p
 values 

(to 16868 Ω.cm2) caused by a gradual degradation of the surface 
resulting in local increase of corrosion activity in the weakest 
DCPD locations. This gradual decrease of R

p
 values caused 

by ongoing DCPD dissolution and more intensive corrosion 
continued till the end of the immersion test after 168 hours 
when the minimal value of R

p
 was reached (730 Ω.cm2). Despite 

of significant loss of DCPD corrosion protection after longer 
exposure times, the polarization resistance values of the surface 
with DCPD layer are significantly higher after all exposure times 
compared to ground surface. 

Polarization resistance values of the ground AZ31 samples and ground AZ31 samples with DCPD surface layer after various  
exposure times (0.9% NaCl)  Table 2

5min 1 h 2 h 4 h 8 h 12 h 24 h 48 h 96 h 168 h

cmRp
2$X^ h 

ground
1059 1239 985 825 729 836 625 539 410 241

cmRp
2$X^ h 

ground + DCPD
19047 34972 16868 2421 2236 2664 2729 953 772 730
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1. Introduction

Copper pipes are mostly used for the distribution of gas and 
liquid media in a variety of industries. They are used for their 
excellent corrosion properties and long life [1 - 6]. Due to the 
differences in device geometry of distribution lines, copper pipes 
must be bent in certain locations or linked with another circuit. 
At present mainly three types of joints are used to connect 
copper pipes. They are the permanent joints made by soft or 
hard soldering and the demountable joints formed by pressing 
plastic ring which creates a joint between the copper pipes fixed 
closed connection (the fitting) [7 and 8]. The joints in copper 
pipes comprise inhomogeneities which affect, e.g. media flow 
change, character and sedimentation of corrosion products and 
thus the degradation process. The main aim of the work was to 
monitor the synergetic effect of mechanical and chemical stress 
on corrosion-erosion behavior of the copper pipes joints. The 
degradation was assessed visually, by light and scanning electron 
microscopy.

2. Experiments

Corrosion behavior of the copper pipes joints was verified 
by a long-term experiment lasting 11 months. The experimental 
conditions were chosen to simulate the ones in real distribution. 
During a day boundary conditions by increasing the temperature 
and flow of the working medium were set because even their short-
term activity can influence the course of corrosion processes.

2.1 Equipment and conditions

For the experiment two identical devices of technical copper 
(99.5% ± 0.5% Cu) with two types of permanent joints (soft and 
hard soldering) and one type of demountable molded joint were 
made. In Fig. 1 the experimental equipment with the marked 
localities of joints is shown.

Joints were formed under the following conditions:
1. Soft soldering (Fig. 1, area 2, 5, 11) was performed according 

to DIN 1707 solder L- SnCu3 (DIN EN 29453, S-Sn97Cu3) 
at 230°C.  

2. Hard soldering (Fig. 1, area 4, 6) was performed according to 
DIN 8513 (EN 1044) using flux and solder CP 203 and L – 
CuP6 at 730°C.

3. The demountable fitting was created by pressing of Cu pipes 
with the polymers (Fig. 1, area 3, 9). 
Experimental conditions were chosen to simulate operating 

conditions in practice. The first experimetnal equipment was filled 
with the 3% sodium chlorid solution, 16 hours exposed at 20 ± 
2 °C without flow of the solution, 8 hours at 80 °C with flow of 
the solution at the input rate of 0.27 m.s-1, caused by an electric 
motor and observed by a flowmeter. To verify the flow properties 
in the experimental system the CFD method was used. The 
method allows quantifying flows and modeling of temperature 
and flow fields based on Computational Fluid Dynamics - finite 
volume method [9 - 10]. The second experimental equipment was 
exposed in the same condition but no flow was applied [11 - 13].   

CORROSION PROPERTIES OF VARIOUS COPPER PIPES JOINTS CORROSION PROPERTIES OF VARIOUS COPPER PIPES JOINTS 
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corrosion products in aqua environment are (in the potential 
range from -0.15V to +0.521V) formed by CuO (Cu2+) which 
are black and complex compounds CuCl

2 
3Cu(OH)

3
. Higher 

temperature (80°C) does not influence the character of corrosion 
products but their formation is shifted to more acid area (lower 
value of pH). When the solution is flowing, the character of 
corrosion products is changed by hydrolysis to greenish color 
(presence of CuCl and CuCl(+a)) as shown in Fig. 2. These 
corrosion products have pure adherence and by flow they are 
torn off from the metal surface especially on the top of the pipe. 
No differences of corrosion product character between Cu pipe 
and the locality of hard soldering joints are observed. In Fig. 
2b, the start of intergranular corrosion on the joint and Cu pipe 
boundary was observed. In flow conditions the surface roughness 

3. Results

After 11 months of exposure the samples were taken off, 
incised to be possible to assess corrosion attack of the monitored 
joints in stagnant and flow conditions. Assessment of the different 
joints after exposure was made visually, by light and scan electron 
microscopy.

3.2  Hard soldering joints

Corrosion attack in the localities of the joint is the same 
as the one of Cu pipes. In stagnant conditions the corrosion 
products were black-grey. According to the Pourbaix diagram 

Fig. 1 Experimental equipment and flow conditions

Fig. 2 Character of corrosion in the locality with hard soldering joints  
6B – no flow and 6A flow conditions a), and detail joint microstructureb)

         a)                                                                                          b)
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of the soldering joint and corrosion attack in flow and no flow 
conditions is shown in Fig. 3a. 

The Sn solder has quite good corrosion resistance. In 
corrosion environment (scale pH 3.5 - 9) the stable oxides SnO 
and SnO

2 
are created on the surface and feature protection 

character. The Sn solder creates with Cu pipe a local galvanic 
sell in the electrolyte and Sn behaves as an anode. After the 
experiment the local corrosion was determined in the Sn joints in 
stagnant and flowing conditions. Local corrosion was evoked by 

of the joint can change the flow character and increase its effect 
on damage of Cu pipe system by corrosion-erosion (Fig. 2a, 6A).  

   

3.3  Soft soldering joints

The joints created by soft soldering differ from Cu pipe by 
chemical composition of solder (97% tin Sn). Metallography 

Fig. 3 Character of corrosion in the locality with hard soldering joints   
6B –  no flow and 6A flow conditions a), and detailed joint microstructureb)

                 a)                                                                                              b)

Fig. 4 Corrosion pits on the Sn joint a) and 3-dimensional surface of Sn with visible pits b)
              a)                                                                                          b)
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In Table 1 chemical composition of corrosion products in 
stagnant and flow conditions is specified.

Chemical composition of corrosion products in stagnant  
and flow condition Table 1

Element Stagnant conditions Flow conditions

Weight % Atom. % Weight % Atom. %

O 8.7 31.65 65.63 88.87

Cl 0.56 0.91 1.82 1.11

Cu 57.67 49.85 25.74 8.78

Sn 36.03 17.59 6.8 1.24

chloride ions presentation and influenced by higher temperature. 
Metallography of corrosion attack of the Sn solder and its 
morphology are in Fig. 4 (a, b).

Intensive corrosion of Sn solder was confirmed by EDX 
analysis of its corrosion products. The Sn corrosion products 
diffuse to the electrolyte and they are accumulated in the bottom 
of Cu pipe. In Fig. 5 the character of corrosion products made by 
SEM near Sn joint can be seen (a) and a map of Sn distribution 
(light points) in stagnant solution (b). In Fig 6 the character 
of corrosion products is compared with Sn distribution from 
identical place but in flowing solution. Sn corrosion products are 
more scattered by flow influence and mixed with Cu corrosion 
products. It is proved by the EDX analysis of corrosion products 
in no flowing and flowing conditions in the identical places.

Fig 5. Corrosion products on Cu pipe near Sn joint in stagnant conditions a) and the map of Sn distribution on the surface b)
                 a)                                                                                              b)

Fig 6. Corrosion products on Cu pipe near Sn joint in flow conditions a) and the map of  Sn distribution on the surface b)
                 a)                                                                                              b)
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erosion impact is the main cause of faster damage of copper 
in flow environment. 

• Tin joints are attacked by pitting corrosion in medium 
containing chlorides. The intensity of corrosion damage is 
not very dangerous for actual dimensions of joint and their 
stability is not endangered. The empty places originated by 
inappropriate soldering are more dangerous for safety of 
the joint. The solid particles of the Sn corrosion products 
increase the erosion effect in flow conditions.

• Demountable joints formed by pressing plastic rings with 
polymer material tighten excellently even in aggressive 3 % 
NaCl solution in stagnant and flowing conditions too. The 
joints create only a little mechanical barrier for flowing 
medium in Cu pipe system. The hidden areas in the joint 
locality were in untouched state without any sign of corrosion 
or in-leak between joined pipes.
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3.4 Fitting

The demountable joint – fitting was constructed at normal 
room temperature by pressing of Cu pipes with polymer. In this 
way a very good sealing joint was created without any intermediate 
film. As it can be seen in Fig. 7a, fitting did not affect character 
of the Cu corrosion products in stagnant and flow conditions. In 
the joint locality of Cu pipes no corrosion attack was observed. 
In moving solution only joint protrusions can slightly change 
the linear flow. In Fig. 7b the character and intensity of Cu pipe 
corrosion in stagnant (B) and flow conditions (A) are presented.

4. Conclusions

With regard on the obtained results share can be stated: 

Conclusions
• Joints molded by hard soldering were not attacked more 

intensively than basic material - technical copper. The joint 
forms in the pipe system crevices and stagnation of operating 
medium in these crevices creates conditions for corrosion 
attack. Geometry of crevices can also cause changes in 
lamellar flowing of operating solution and so it can increase 
its mechanical effect. The loss of stability of protective 
cuprous oxide layer due to the hydrolysis and corrosion-

Fig. 7 Localities of fitting in stagnant 9B and flow conditions 9A a) and microstructure of corrosion attack (b)
                 a)                                                                                              b)
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1. Introduction and theoretical background

Surface integrity can be expressed in a variety of parameters 
and features. Machined surface is a product of tool-workpiece 
interface. Due to a certain radius of cutting edge a certain volume 
of material undergoes the cutting edge. Thickness of the layer 
undergoing the cutting edge depends mainly on the cutting edge 
radius and this layer is well known as a minimum chip thickness. 
This layer can be reported as a minimum cutting depth needed 
for chip separation [1]. Surface integrity in turning expressed in 
terms of surface roughness depends mainly on the tool geometry 
and cutting conditions (mainly feed). On the other hand, surface 
integrity expressed in such terms as residual stresses, structure and 
hardness alteration depends mainly on mechanical and thermal 
load of machined surface in tool-workpiece interface. Flank wear 
(VB) takes the significant role since it remarkably affects tool-
workpiece interface. Flank wear progressively increases within 
the cutting time and undergoing material is exposed to the high 
mechanical and thermal load. While mechanical alteration affects 
mainly the near-surface region, thermal load can penetrate deeply 
beneath the surface as the flank wear is progressively developed. 

Many studies were reported about influence of flank wear 
on surface integrity expressed in such terms as stress state, 
microhardness profile and structure [2, 3 and 4]. As it was 
mentioned, these aspects of surface integrity are affected mainly 
by mechanical and thermal load. On the other hand, it should 
be also pointed that heat and temperature are only the different 

features associated with the energy consumption derived from 
forces needed for cutting process. Being so, information about 
components of cutting force attributed to the pure tool-workpiece 
interface is essential for analysis of surface integrity. It is well 
known that decomposition of cutting force can be carried out 
in a variety of models. Conventional decomposition provided by 
Merchant [5] ignores existence of cutting edge radius or flank 
wear. Decomposition of cutting force is associated with pure 
processes needed for chip separation in the tool-chip interface. 

When the cutting edge radius or flank wear are considered, 
decomposition of cutting force is considered as the decoupling 
of two basic components. First one is attributed to the tool 
rake and corresponds with chip separation while the second 
component is associated with the tool-workpiece interface as Fig. 
1 depicts. F

γ
 component is associated with the energy needed for 

chip separation in the tool-chip interface while F
α
 is component 

affecting mainly quality of machined surface. Cutting force can be 
then expressed as follows:   

F FF N= + ac ^ h (1)

Decomposition of cutting force, in relation to tool wear and 
cutting edge rounding, was discussed by many authors [6 - 8]. It 
was found that flank wear (VB) affects produced surface integrity 
expressed in a variety of features such as stress state, surface 
roughness, microhardness and structure as well as topography of 
machined surface [3, 4, 9 - 11]. 
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Fig. 3 Workpiece of variable cutting depth adapted for measurement

Fig. 4 Graphical illustration of F
α
 evaluation

Fig. 1 Decomposition of cutting force in relation to tool wear [1]

For this reason this paper reports about experimental 
technique for decomposition of cutting force associated with 
equation (1). The paper is focused on the turning of bearing steel 
with cutting insert of variable flank wear (see Fig. 2) to discuss 
why the cutting force is increasing with the progressive flank wear 
VB and how the components F

γ
 and F

α
 contribute to cutting force 

increase. 

2. Experimental conditions

Experiments were conducted on annealed bearing steel 
100Cr6 by the use of cutting insert SNMG 120408E-M (ao = 9º, 
go = -6º, r

n
 = 80 mm). Components of cutting force were measured 

by KISTLER 9265B dynamometer (lathe SUI 40) under the 
following cutting conditions:  

Fig. 2 Cutting insert of the different VB applied for cutting test, microscope AxioCam ER c5c
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over the effect of crater developed on the rake of the insert since 
cutting force components progressively increase.   

Fig. 6 Influence of cutting depth and flank wear on F
c 

 
Results of decomposition, based on evaluation of intersection 

points (in position when cutting depth is equal to zero), enable 
evaluation of components associated with the tool-chip as well 
as tool-workpiece interface (and the corresponding shear and 
normal components). Figure 8a depicts that F

γ
 depends mainly on 

cutting depth and the corresponding removal rates. 

 

Fig. 7 Influence of cutting depth and flank wear on thrust force F
p 

On the other hand, this component stays nearly untouched 
when flank wear is progressively developed. In other words, flank 
wear does not contribute to the processes of chip separation in the 
tool–chip interface and affects mainly mechanical load of surface 
produced in the tool-workpiece interface. Figure 8b illustrates 
that F

α
 stays nearly untouched at the different cutting depths but 

abruptly increases with flank wear VB.  

To analyze the influence of flank wear VB on F
γ
 and F

α 

components inserts of variable VB were prepared during the 
preliminary turning, see Fig. 2. Workpieces illustrated in Fig. 3 
were pre-prepared to obtain the variable cutting depth and to 
analyze relation between the measured components and cutting 
depth. Separation of F

α
 component is based on calculation of 

trend line as a relationship between measured cutting force 
components and the corresponding cutting depths. F

α
 can be 

found as a point on the trend line in position where cutting 
depth is equal to zero, see Fig. 4. Residual stresses were 
measured by mechanical method based on electrolytic etching of 
a machined surface (home made system). Vickers microhardness 
measurement was conducted by Hanneman 300 micro-hardness 
tester by applying force 300 N for 10 seconds. 

3. Results of experiments

Figure 5 shows the relationship where F
p
 and F

c
 are plotted 

against the different cutting depths and flank wears.  Figures 5, 
6 and 7 also show that flank wear affects mainly thrust force 
component F

p
 since the thrust force component is mostly 

attributed to the processes in tool-workpiece interface while only 
the moderate increase of F

c 
component is mostly associated with 

chip separation in the tool-chip interface.

Fig. 5 Influence of a
p
 on components of cutting force, VB = 0.05 mm – 
sharp insert, VB = 0.9 mm

Being so, increasing area of flank wear contributes mainly 
to the more pronounced increase of thrust force. It should be 
also mentioned that except for flank wear which is progressively 
increasing within the cutting time, tool wear in form of a crater is 
also developed on the rake face of the insert. However, the crater 
alters mainly the rake angle of the insert when initial negative 
geometry (negative rake angle for sharp insert) becomes more 
positive along with increasing flank wear VB. Results of force 
measurements indicate that the effect of flank wear dominates 
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It is commonly accepted that mechanical and thermal loads 
are closely connected since the energy consumption needed for 
cutting process is converted into heat. Total heat generated in the 
cutting zone can be expressed as follows:

Q = F
c
.v

c
          (J.min-1) (2)

As it was reported, cutting force can be decoupled as the 
component needed for chip separation Fg and the component 
associated with chip-tool interface F

α
. The average mechanical 

load of machined surface can be expressed via F
αt
 and F

αtn
 

components. On the other hand, a certain idea about thermal load 
on machined surface can be obtained when the heat generated in 
the tool-workpiece interface is calculated as follows:

Q
f 
= F

αt
.v

c
         (J.min-1) (3)

Thus increasing F
αt
 component directly corresponds with 

the heat generated in the tool-workpiece interface which in turn 
corresponds with elevated temperatures when the flank wear VB 
is more developed. 

It is well known that residual stresses are induced by cutting 
process. Compressive stresses are obtained when mechanical load 
dominates whereas elevated temperatures in the tool-workpiece 
interface cause tensile stresses. It is also well known that 
machined surface usually undergoes severe plastic deformation 
as well as intensive thermal load. Being so, when no structure 
transformation occurs, residual stress state of machined surface 
is a mixture of both effects. Figure 10 illustrates distribution 
of residual stresses beneath the surface. Compressive stresses 
dominate in the near-surface region after turning. Thin surface 
layer undergoes the severe plastic deformation due to a certain 
cutting edge radius as well as flank wear. Figure 10 also shows 
that the compressive stresses in the near-surface region increases 
along with flank wear -160 MPa can be found after turning with 
the sharp cutting insert. When the flank wear VB becomes more 
developed the maximum of compressive stresses increases in 

Fig. 9 Influence of flank wear on F
αt
 and F

αtn
  

(F
αt
 extracted from Fig. 6 and F

αtn
 extracted from Fig. 7 as the values at 

zero cutting depth)
 

Figure 9 shows that normal force component in the tool-
workpiece interface dominates over the shear component in 
correspondence with more pronounced increase of thrust force 
along with increasing flank wear VB. 

4.  Surface integrity

This chapter discusses influence of flank wear on surface 
integrity expressed in many terms. Tool wear changes dimension 
and shape of a cutting edge. For this reason, temperature and 
stress distribution ahead a cutting edge is transformed, which 
in turns corresponds with variable mechanical and thermal load 
of a machined surface as well as the appearance of a separated 
chip. While processes of chip separation are mainly affected by 
progressive transformations of tool geometry on the tool rake, 
processes in the tool-workpiece interface affect mainly surface 
integrity. 

a)                                                                                                         b)
Fig. 8 Influence of tool wear and cutting depth on a) F

γ
 - face, b) F

α
 - flank
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at high flank wear than those obtained for low VB. Thickness 
of thermally affected zone for higher VB (where tensile stresses 
dominate) exhibits twofold increase in thickness than that 
produced by sharp insert.      

Observation of surfaces obtained for all VB reveals that 
structure alterations occur as soon as VB exceeds 0.5 mm, see Fig. 
11. While significant texture with very thin and discontinuous 

correspondence with increasing F
αt
 and F

αtn
 components (-280 

MPa was obtained for VB = 0.65 mm and -345 MPa for VB = 0.9 
mm). Figure 10 also shows that thickness of near-surface region 
containing compressive stresses increases when the flank wear 
VB is developed. Furthermore, Fig. 10 illustrates the differences 
in the stress state in the sub-surface region. Sub-surface layers 
contain tensile stresses of nearly the same magnitude. On the 
other hand, tensile stresses extend deeper beneath the surface 

Fig. 10 Depth profile of residual stresses obtained after turning with 
insert of variable VB

Fig. 11 Micrographs of machined surface, optical microscopy,  
cross sections

a) sharp tool, VB = 0.05 mm                                                                           b) VB = 0.65 mm
Fig. 12 Micrographs of machined surface, REM
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(about 400 HVm for near-surface region, bulk microhardness 
is 300 HVm), steep increase of the near surface hardness (685 
HVm) correlates with hardened structure undergoing the severe 
plastic deformation and containing the high dislocation density.

                
5. Conclusions and final comments  

Additional investigations [9] show that deformations after 
heat treatment depend on surface integrity and the corresponding 
flank wear VB. Being so, detailed understanding of these aspects 
can help us to suppress these deformations and reduce the 
corresponding stocks, time and cost savings as a significant 
aspects of improvements in production [12]. Roll bearings are 
usually heat treated to produce the surface of high hardness and 
the corresponding wear and fatigue resistance. Despite the surface 
produced before heat treatment is removed after heat treatment 
by the following grinding of hard turning, surface integrity 
expressed in many terms (mainly stress state, microhardness and 
structure) strongly affects deformation of parts (especially of 
parts made of thin wall or expressed in other words the parts of 
high wall thickness to diameter ratios). 
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transformed layer can be found on the surface produced with 
insert of VB = 0.65 mm (Fig. 11b), more pronounced structure 
transformation occurs when flank wear reaches 0.9 mm (Fig. 
11c). Surface texturing is associated with intensification of 
plastic deformation of undergoing layer together with longer 
time interval within the produced surface is exposed to severe 
plastic deformation at elevated temperatures. It was previously 
discussed [4] that cutting forces and temperature in the cutting 
zone gradually increase up to the VB = 0.65 mm with a certain fall 
when visible structure transformations on the produced surface 
can be observed (VB = 0.9 mm). 

Intensity and character of plastic deformation during chip 
separation can be also evidenced by topography of produced 
surface as Fig. 12 depicts. Machined surface is quite smooth with 
the typical pattern produced by turning at low flank wear, see Fig. 
12a. On the other hand, intensive side flow during severe plastic 
deformation in the tool-workpiece interface results in formation 
of the edges on the machined surface as Fig. 12b illustrates. 
Moreover, the furrowed profile of abraded cutting edge produces 
surface with many scratches since a cutting edge profiles copies 
on machined surface. Thus flank wear strongly affects surface 
roughness of machined surface.

Hardness of steels is explained in concept of high dislocation 
density as the carbide precipitation takes minor role. Being so, 
measured microhardness profiles correlate with microstructure 
observations and considered density of dislocation cells. 

While moderate increase of surface microhardness is 
attributed to the surfaces without visible structure transformations 
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1. Introduction

Work is an essential and, therefore, the dominant activity in 
the life of every person. An employer has to create the optimal 
working conditions for an employee to be able to use their 
performance-related capacity fully. The results which the keeping 
of the ergonomic rules in an enterprise brings can be divided into 
the economic ones, important for the employer and the health 
keeping ones, important for the employee. A man spends an 
essential part of their life in a work activity which has formed 
them during the whole evolution. Therefore, we cannot overlook 
work activity and its effect on a person because it has progressive 
importance in human development and it is the factor of mental 
and physical functions improvement [1 and 2].

More and more difficult combination of the relationship 
between a man, a working means and an object of work has 
been culminating recently. Human working activity has been 
expanding but, at the same time, the working conditions and 
the demands on a workman have been changing. Nowadays the 
development of science and technology extends into the structure 
of productive forces of society. It also influences the relation of 
a human being to work and their working conditions and thus 
affects their lifestyle. The demands on development of motor 
abilities and experience have been decreasing; the importance 
of sensory experience, theoretical and intellectual knowledge has 
been increasing. The changes in human behaviour are arising as 
a consequence. These are the changes of a technical character 
which influence the working environment as well as the changes 

in human behaviour. The changes may occur in positive or 
negative reactions influencing the satisfaction rate, the level of the 
spent effort and health risks for workmen while performing [3].

2. Current problems in ergonomics

The problems which are related to their influence on the 
employee emerge simultaneously with the changes of working 
conditions. Each change in working and technological procedures 
leads to the changes in work conditions and demands imposed on 
a person. In most cases we do not pay much attention to these 
consequences to the employees. We are only interested in them 
when they have an accident, illness or a negative influence on the 
employee is visible.

Often there is a conflict of opinions as to the means of 
production affect humans. On the one hand it can be argued that 
they facilitate working, on the other hand, may adversely affect 
the employee performing work [4 and 5]. Also, you can still watch 
the signs of factors unfavourable for working conditions, such as 
air pollution, improper spatial solution of workplaces, chemical 
pollutants, and stressful situations and so on. 

It is appropriate to think about the fact that technical 
progress, which should serve man, often turns against them. The 
progress of science and technology often facilitates the work of 
staff outside the work activities but sometimes it is at the cost of 
human health. It is not only about the damage to health of the 
employee being influenced by risk factors, such as occupational 
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mechanisms prevent it. Exactly these regulate the man´s output 
and for a particular employee they ensure an average and for him 
the most satisfactory output to be maintained.

3.1 The factors influencing work performance

Almost all the operating results are achieved through 
company  employees. Through it, i.e. how they consistently 
do their jobs, they contribute greatly to the achievements of 
business objectives, ensuring the competitiveness of the company 
and increase performance.

As already mentioned, the boundaries of human performance 
are limited by opportunities and the limitations of power reserve. 
Subjective factors play an important role here and they represent 
individual human capacity to use its throughput capacity to 
complete the required work results [12]. How much a person 
actually makes the use of the power capacity also depends on the 
interest to fulfil and achieve the desired performance.

Objective performance conditions include external 
circumstances in which performance takes place. These are the 
factors which are extraneous to the employee and the employee 
cannot affect them either [12]. The mentioned factors (Fig. 
1), however, affect their job performance and, therefore, it 
is necessary to be aware of the degree of their impact on the 
employee and to examine them in detail.

Fig. 1 Factors influencing employee´s work performance

Based on the knowledge we have of psychology, physiology, 
anthropometry, hygiene and other areas that make up the 
knowledge base of ergonomics, the standardized values of 
the factors in the working environment have been defined.

According to  Gilbertova and Matousek [13] and Kovac [4] 
the performance capacity of a person is affected by the following 
factors:
a) Sensorimotor capacity – primarily a function of vision and 

hearing belong here. Capacity of sight is given by:
• Visual acuity – the ability for the eye to distinguish objects 

and their details at a distance. It is possible to express it 
by the angular size (about 5 – 6 minutes of arc) or the 
so-called acuity is determined, which is the ability of 

disease or accidents at work. It may also be the effect of those 
factors, the importance of which comes to the fore only in 
a combination with certain conditions of work. They may initially 
manifest themselves by dissatisfaction, incapacity to work or 
other forms, which can upset the balance between the claims that 
are made on the employee and their options to deal with them 
[6, 7 and 8].

3. Workload and work performance

As Skrehot stated [9] the workload is a set of external 
conditions, requirements and circumstances of the particular job 
system affecting physiological and psychological state of man. 
It can therefore be argued that each work activity represents 
a challenge for the organism. The size of the application of the 
load depends on several factors [9]: the readiness and capability 
of the employee to perform the task, from the very nature of the 
task and the conditions under which the performance of the task 
takes place. With excessive workload not only the size of physical 
force, but also the human psyche are worsen.

It can be argued that every individual has a certain performance. 
Performance is understood as a group of attributes and skills that 
form the precondition for the proper accomplishment of tasks [5 
and 10]. Performance can be characterized as a person’s ability to 
bring power per unit of time. The work output we produce is only 
a part of the overall performance, which we are able to perform.

Work performance is the result of a purposeful activity that 
takes place over time under certain conditions [5 and 11]. When 
we think of how much power is to be submitted during work 
activities and, for example, in sports, we can perceive a significant 
difference. During the sport, naturally, we try to give out our 
maximum and give the best performance. This is not at work. 
Here, it is particularly important that staff is able to serve the long-
term stable performance. We can, therefore, conclude that job 
performance does not reflect the effort with which the employee 
performs the activity, or how much of their power reserves has 
been used. The term work performance can present a concrete 
result of the work that is done under certain conditions and for 
a certain time unit.

People bring different power in identical situations. Also, an 
individual performance in a relatively short time intervals may 
vary. Due to the mentioned considerations and the fact that every 
exercise cannot be measured by energy loss per unit time, it is 
more preferable to consider performance.

As it has already been mentioned a man gives only a certain 
proportion of their output when working. It is called the 
performance-related standby where the man leaves the rest 
(so-called power reserve) mostly to non-work activities [11]. For 
the activities in the working processes in most cases it is not 
necessary to use the full performance, with which we dispose, 
hence the reserve. Natural biological barriers and regulatory 
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• The risks associated with work – harmful working 
environment, working with hazardous machinery.

• The work and rest – the system of breaks during the shift, 
unevenly distributed workload and others.

• Social climate in the workplace – interpersonal 
relationships, level of social support.

3.2 Performance curve

Readiness of a man to the work performance during the day 
varies from person to person. Physiological readiness to bring 
power is the highest in the morning and decreases gradually during 
the day. It is, therefore, recommended not to burden a person with 
strenuous work activity in the afternoon and in the evening (except 
for Shift-plus operation). For duty cycle control it is necessary to 
have the basic understanding of the fact that there is a fluctuation 
in human performance during the workday, 24-hour daily cycle, 
week, or year [11, 16 and 17].

Annual fluctuations in performance - Fig. 2 shows the annual 
variation of human performance during the year, while the F 
curve illustrates the physical performance and the P curve the 
course of mental performance.

Fig. 2 Annual variation in performance [11]

Weekly variations in performance – performance during the 
week changes (Fig. 3). On Monday the power is the smallest, due 
to the decrease in dynamic stereotypes and reduced concentration 
after the weekend. At the end of the week our performance 
declines, not due to physical fatigue, but due to psychological 
factors (psychological preparation before the weekend, decreased 
concentration).

the eye to identify the two closest points lying as two 
separate objects. The ability of the sharp perception of 
the environment by means of vision is determined by 
the size of the viewing angle which can be measured by 
perimeter. Optimal field of view in the design is a 20 °, 
normally 60 °, 120 ° and functional up to 220 ° [14].

• Spatial vision – i. e. stereoscopic binocular vision, it is the 
ability to determine correctly the distance of objects in 
space, in both horizontal and vertical directions.

• Eye accommodation – it is an adaptation of the eye, the 
change in optical power due to the interest in seeing 
objects at different distances sharply.

• Colour vision – it is the ability to perceive the different 
colours of light in the visible radiation in the wavelength 
range 380 – 760 nm. According to studies, healthy 
human eye is able to distinguish between about 130 
to 150 colours in the range 400 – 700 nm. From the 
point of view of the field of vision, the level of sufficient 
distinctiveness of colour is in the horizontal plane of the 
eye 30 ° – 60 ° on both sides and 30 ° above the axis and 
70 ° – 80 ° below the axis of vision in the vertical plane 
[13].

• Adaptation of the eye – by the eye adapting to the 
changes of lighting conditions. The requirements for the 
rapid adaptation of the eye are associated with uniform 
lighting of workplaces and observing the correct ratio of 
brightness between the workplace and the environment.

• Reaction of the hearing to the sound – it is the ability of 
the organ of hearing to perceive sound stimuli from the 
environment. For a man the sound pressure level and 
frequency of the sound are important. Hearing shows the 
greatest sensitivity in about 1000 Hz. The time interval 
for a man needed to realize a sound is 0.1 to 0.15, and its 
value depends mainly on human attention [4].

b) Mental capacity - incorporates psychic abilities (sensorimotor, 
intellectual, and cognitive), motivation, will and others. Its 
basis is the intellectual level of a person. The intelligence 
quotient, which may be obtained by tests and psychological 
methods, is used to find it out. Unlike sensory capacity, which 
is determined by the appropriate physiological analyzer and is 
expressed in physical units, the setting of mental capacity limits 
is very complicated and the result is only approximate [4].

c) Human adaptation to working conditions – it is the ability of 
humans to adapt to the working conditions and resulting 
changes. The activity that one must make to overcome the 
resulting changes is crucial when adapting. It is affected by 
[4, 14 and 15].
• The type and contents of working activity by which 

is meant the nature of work tasks and operations, the 
technology used, machinery, equipment, and material.
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4. Assessment and control of work performance

To assess and evaluate the employee’s work performance, i.e. 
their capability to perform the required work performance, is an 
important basis for improving the functioning of enterprises, thus 
increasing their overall efficiency.

Man’s work performance can be assessed using the following 
criteria [12]:
• The length of time needed to carry out the activity.
• The maximum time reserved for that activity.
• The amount of work performed during a certain time.
• The amount of work done regardless of the performance and 

time.

These criteria are not sufficient to evaluate the job performance 
and it is needed to supplement them by the additional and more 
detailed criteria such as performance stability over time, the 
occurrence and frequency of erroneous decisions, quality of work, 
accident and more.

Under the conditions that the requirements for a job are 
met, the employee´s performance at work might be regulated as 
follows:
• Duration of work (prolongation or shortening of working 

hours, alternating time intervals designed to work and 
relaxation).

• Speed with which the work is performed and the degree of work 
pace (shortening the time appointed for a rest or designated 
for a work performance).

• The amount of work done and power expanded (the weight of 
the load to be handled, the number of manipulated loads).

In case that we would like to regulate the work output it is 
required from an ergonomic point of view to know the following 
indicators:
• Thresholds which determine the functional performance 

values of a healthy organism.
• The interaction of those features that is important for a job 

performance.
• Factors that may limit the boundaries and hence the 

performance of the employee.

From my own experience and observation it can be stated 
that a work performance may not be equally troublesome for 
different people. The effort you feel as an individual for a specific 
individual exercise may also vary depending on fatigue, disease, 
mental status, number of breaks, and many other factors. 
Between the throughput capacity, which we have and the work 
performance that has been produced, we also have the already 
mentioned power reserve. Just the mentioned power reserve helps 
us cope well with such situations which are considerably of higher 
demands on our work performance. Despite the reserve which we 

Fig. 3 Weekly variations in performance [11]

Daily fluctuations in performance – the human organism 
alternately varies during the day and night from the work 
(power) to the rest (recovery). At the same time physiological 
functions change (change in blood pressure, body temperature, 
skin elasticity) as well as mental functions (attention, reaction 
time). The performance decreases over time in proportion to the 
intensity and difficulty of work (Fig. 4).

Fig. 4 Daily fluctuations in performance [11]

Fluctuations in performance during the shift – Fig. 5 shows the 
performance of each hour of a work shift. Due to the type of work 
and individual abilities of a man the length and the duration of the 
different phases is different.

Fig. 5 Variation in performance during the shift [11]
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employee´s performance, thus lower demands may cause more 
problems for the employee as might be expected.

6. Human impact on work activity

With the development of science and technology machine 
performance has also increased. Businesses are trying to achieve 
the best results and highest profits. With the advantages that a new 
technique and technology bring, the employee´s performance 
becomes the weakest link in the production process. Even greater 
demands are placed on staff in order to utilize their maximum 
possibilities as well as the maximum use of the machine. From 
a health perspective, it is possible for a short time, but only if it 
is followed by a sufficiently long rest. The employer should deal 
with the contradiction between limited human performance and 
unlimited possibilities of modern technology. 

Acknowledgement
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have, the increased or decreased performance in the long term 
can cause significant changes in our bodies.

5. Employment impact on humans

At work, which is defined by reserved working conditions, 
requiring the occupation as such, work environment or work 
equipment, the fact that human performance is limited comes 
significantly to the fore. The employer should assess the intensity 
of work load on the body of the employee. The employer 
also should focus on how the harmful effects influence the 
performance and, in particular, their health. The employer is 
obliged to think of legislation, the task of which is to protect the 
health of the employee. The factors that affect job performance 
interact with each other, have a different degree of severity and 
the degree may, of course, vary depending on the time and the 
current conditions. It is necessary to note that the factors that 
affect the performance may be changed in combination with 
other factors and they may be positive or negative. The employer 
should be aware of it and in some cases, accept the change of the 
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