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Dear Readers,

Technological progress in real life is forced by technology convergence and interworking among
various areas of human life. Deep penetration can be seen not only between communications and power
electrical systems, but these areas have strong influence in such areas as civil and mechanical engi-
neering, medicine, transport and others. Focusing on interdisciplinary branches such as mechatronics,
biomedical engineering, nanotechnologies and specializations oriented on information systems in power
electrical systems, safety ICT, intelligent transportation systems, multimedia technologies, space com-
munication etc. is also increasing.

This issue of the Communications Letters is focused on selected areas in power electrical systems
and communications. It is a pleasure for the Editorial Board members to bring 33 selected and reviewed
contributions. 

Let us express our gratitude to the authors, colleagues, reviewers and all who contributed and pre-
pared this issue of the Communications - Scientific Letters of the University of Zilina.

Pavol Rafajdus, Martin Vaculik
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1. Introduction

During the last years the use of chaos in communications has
become a very important topic of research. Chaos is applied in com-
munications solutions especially in the context of channel encod-
ing and modulation. Observing the ongoing research [1, 2], one
observes that the vast majority of the schemes proposed so far
concerns modulation in the first place, whereas only a few consider
the channel encoding. Chaotic masking [3, 4, 5], switching [6, 7],
parameter modulation [8, 9] are some of the methods, proposed
in the literature to send binary messages. 

Chaotic signal masking is an approach with application in the
secure communication [2, 3, 7]. It is based on chaos synchroniza-
tion [1, 3, 5, 10]. The synchronized motion in coupled oscillator
systems is first discussed by Fujisaka and Yamada [1]. The most
effective and widely studied approach is due to Pecora and Carroll’s
discovery [5, 8]. They have reported that certain chaotic systems
possess a selfsynchronization property. 

The Duffing non-autonomous oscillator [6, 11] is a classical
example of a nonlinear dynamical system representing chaotic
behavior. The Duffing oscillator has synchronization property and
it can be used to the signal masking communication scheme.

In this paper synchronization between two chaotic systems,
based on the Duffing oscillator is proposed. The chaotic systems
are applied to masking approach in sending secret messages. The
communication scheme is simulated using Simulink/Matlab pro-
gram. The simulation results in this paper investigate the circum-

stances of application of the Duffing oscillator to drive and response
chaotic systems in signal masking communication scheme. 

2. Chaotic masking approach description

The chaotic signal masking approach is based on the identi-
cal synchronization, where the state of response system converges
asymptotically to the state of the drive system [6].

Two continuous-time chaotical systems

x(1) � f(x, t) (1)

and

x(2) � f(x�, t) (2)

are said to synchronize identically if

(3)

for any combination of initial states [4, 7].

In the equations (1) and (2) x, x� are according the vectors of
the state of the two systems, t – the time.

The system (1) is located in the transmitter and system (2) in
the receiver (Fig. 1). If the same initial condition is chosen for the
transmitter and the receiver, the both systems will evolve in a syn-

lim x x 0
t

2 1- =
"3

_ _ _ ii i

SIMULATION AND EXAMINATION OF A SIGNAL MASKING
CHAOTIC COMMUNICATION SYSTEM, BASED 
ON THE DUFFING OSCILLATOR

SIMULATION AND EXAMINATION OF A SIGNAL MASKING
CHAOTIC COMMUNICATION SYSTEM, BASED 
ON THE DUFFING OSCILLATOR
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The study in this paper is focused on the applications of the chaotic Duffing oscillator to signal masking communication scheme. Using
the concept of synchronized chaotic systems the signal masking approach is demonstrated with the Duffing oscillator implemented in both the
transmitter and receiver. The chaotic masking signal is added at the transmitter to the information signal, and at the receiver, the masking is
regenerated and subtracted from the received signal. Chaotic behavior and chaotic masking scheme are designed and simulated using
Simulink/Matlab program. All the results are used to illustrate the effectiveness and the applicability of the Duffing oscillator in signal masking
communication.
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chrony in the sense that, x(1) will continue being equal to x(2) for
all t � 0.

The idea of a chaotic masking approach is that the information
signal is masked by directly adding a chaotic signal at the trans-
mitter. Because chaotic signals are typically broadband, noise like,
and difficult to predict, they can be used for masking information-
bearing waveforms.

At the receiver which is synchronized to the transmitter the
chaotic component is subtracted from the received signal to recover
the original transmitted message.

The transmitter state evolution is given by the chaotic dynamics

F(х(t)). (4)

A chaotic signal u(t) which is a function of the transmitter
state x(t) is added to the information signal m(t). 

The transmitted signal s(t) is governed by

s(t) � u(t) � m(t). (5)

The evolution of the receiver state xr(t) dynamics is given by
the dynamics

. (6)

and v(t) is the chaotic signal which is a function of the receiver
state xr(t).

,
dt
dx

F x t s tr
r= _ _` i ij

Then the combined signal (5), received by the receiver, can be
used to regenerate the chaotic signal u(t) through chaos synchro-
nization. If the synchronization is successful, the v(t) converge to
u(t) after a short initial transient and the original message can be
recovered by subtracting the reproduced chaotic signal v(t) from
the received signal s(t):

m1(t) � s(t) � v(t) � s(t) � v(t) � m(t). (7)

The masking scheme works only when the amplitudes of the
information signals are much smaller than the masking chaotic
signals

m(t) �� �u(t)�. (8)

The systems with chaotic masking works effectively in small
disturbances in the channel (high ratio signal/noise).

3. Model construction

The Duffing oscillator is given by the second-order differential
equation [4] with an external periodic drive term: 

, (9)

or by an equivalent set of two first order non –autonomous equa-
tions

, (10)

where a, A and ω are parameters.

The transmitter state variables are denoted by the vector

d � (x, y) (11)

and the receiver variables by the vector

r � (xr , yr) (12)

Assume that the transmitter is described by the equation (10).
A response system that will synchronize to the chaotic signals

at the transmitter (10) is described by

, (13)

where δ is a coupling parameter to couple the receiver with the
transmitter.

This system is obtained from the transmitter equations by
renaming variables (x, y) to (xr , yr).

sin

dt
dx

y x x

dt
dy

x x ay A t

r
r r

r
r r

3

d

~

= - -

= - = +

_ i

sin

dt
dx y

dt
dy

x x ay A t3 ~

=

= - - +

sinx ax x x A t3 ~+ - + =p o

Fig. 1 Block diagram of a chaotic masking communication system
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The synchronization between the transmitter (10) and receiver
(13) has been proved  by analyzing the stability of the error signal.
It is derived from the difference between the output of the receiver
system and that received from the transmitter:

e � d � r � (e1, e2) � (x � xr , y � yr) (14)

The error signal is then used to modify the state of the receiver
such that it can be synchronized with the transmitter. This signal
is given by the system

with . (15)

The characteristic equation of system (15) is

λ2 � a1λ � a2 � 0 (16)

where 

a1 � δ � a, (17)

a2 � δa � x2 � xxr � x2
r � 1. (18)

If a1 � 0 and a2 � 0, then 

e1 � e2 � 0 

is a stable fixed point [3] and the receiver will eventually synchro-
nize with the transmitter.

e e e
e e e x xx x aer r

1 2 1

2 1 1

2 2

2

d= -

= - + + -

o

o _ i

If a � 0 and δ � 0,

then

a1 � 0.

Since

,

so a2 can also be positive if 

. (19)

4. Simulation results 

Chaotic signal masking communication scheme, based on the
Duffing oscillator, is designed and simulated using Simulink/Matlab
program. Figure 2 shows the simulation scheme. The information
signal m(t) is a sinus wave of amplitude 1 volts and of 5 kHz fre-
quency.

Transmitter and receiver systems are identical. In the present
case a � 0.2 is accepted.

As follows of (19) the transmitter and receiver are synchro-
nized when δ � 5. 

a
1

$d

x xx x x x x
2

1

4

3
0r r r r

2 2
2

2 2+ + = + +d n

Fig. 2 Simulink modeling of chaotic masking scheme of the Duffing oscillator
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In the following analysis the synchronization between the
transmitter and the receiver is obtained with an absence of distur-
bance.

The information signal is added to the generated chaotic signal
u(t), and the signal 

s(t) � m(t) � u(t)

is fed into the receiver.

The chaotic signal v(t) is generated in receiver system and 

m1(t) � s(t) � v(t) � m(t),

if

u(t) � v(t).

The examination is based on a simulation of the systems in the
transmitter and the receiver unto different initial conditions and
comparison of the driving signal u(t) with the response signal v(t). 

The phase plane of the transmitter and receiver chaotic signals
is shown in Figs. 3 and 4.

Figure 5 shows the difference u(t) � v(t) of scope.

It is seen that after a transient period the error signal of the
transmitter and receiver systems goes to zero, showing that the
two systems are synchronized.

One can see from the figures that the synchronization is sat-
isfactory. 

When the frequency of the information signal is increased to
10 kHz , the error signal shown in Fig. 6 is much smaller indicating
that the quality of the message signal recovery is greatly improved.

The simulation results show that, when frequency increasing,
the two chaotic systems come faster in synchronisation and the
oscillation signal (u-v) is smaller. This is confirmed by the graph
of Fig. 7, which shows the error signal for f � 15kHz.

Fig. 3 Phase plane plot of the transmitter chaotic signal

Fig. 5 Error state of the transmitter system and receiver system 
for f � 5kHz

Fig. 6 Error state of the transmitter system and receiver system 
for f � 10kHz

Fig. 4 Phase plane plot of the receiver chaotic signal
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5. Conclusions

In this paper, chaotic masking communication system of the
Duffing oscillator is designed and simulated. The proposed simula-

tion model of Simulink / Matlab allows to monitor the difference
between chaotic signals in the transmitter and the receiver and the
synchronization time of the two systems.

According to numerical simulations, by a choice of parameters
the synchronization error states converge to zero and hence the
synchronization between chaotic systems is achieved.

In this paper was investigated the dependence for error signal
of the frequency, that with increasing frequency the chaotic systems
enter more easily into synchronisation.

Simulation results are used to visualize and illustrate the effec-
tiveness of Duffing chaotic system in signal masking. 

The results of simulatition show that the Duffing chaotic system
can be used for transmission of confidental information. 

Fig. 7 Error state of the transmitter system and receiver system 
for f � 15kHz
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1. Introduction

Travel time (TT) is an important traffic system performance
indicator and its great advantage is that it is easy to understand for
drivers and generic users in contrast to the usual manner when the
Level of Service is expressed as integer number 1 to 5 (“1” is free
flow and “5” is congestion). 

Travel time can be measured directly by a license plate match-
ing system for every individual vehicle or indirectly estimated
through many techniques, mostly using stationary traffic detectors
as the most common type of measurement tool, ref. [1], [2].
However the automated licence plate recognition (ALPR) system
is still rather expensive and the proposed method uses ALPR only
for calibration of estimations of TT provided by static traffic detec-
tors. The described method in this paper is based on a decision tree
which estimates travel time using data from loop detectors which
were being calibrated by ALPR. ALPR could be installed for
a limited time, but it is highly recommended to share the wide range
of traffic situations.

2. Literature review

There are many methods for travel time estimation. A trajectory
method uses spot speed measures and transforms it to the estimate
of the space mean speed. A first conversion formula was described
as early as in 1952 by Wardrop, [3]:

, (1)v v vs
s

s
2v

= +x

where vs�� is average space mean speed, vτ�� is average time mean
speed and σ 2

s is variance of the space-mean speed distribution. In
the real traffic environment we can directly measure the speed at
the spot (time-mean speed), but this formula enables to calculate it
from space-mean speed, which is impossible to obtain by standard
inductive loops.

Travel time is more meaningful traffic parameter than volume
of traffic or occupancy of traffic detectors are. Travel time could
be directly used in intelligent transport systems to inform drivers
through information displays placed at highways or roads. Travel
time is also measured for delay in a road network and could be used
as input variable in traffic control systems. The typical example is
published in paper [4]. The authors put forward new intersection
control optimization method based on real-time delays estimation.
The total delay is done by average delay caused by signal control,
the additional delay caused by the queuing of previous vehicles and
also by the stochastic delay. To obtain the total time delay, it is nec-
essary to use analytical equations with many parameters that must
be set in a complicated way. The presented method overcomes the
necessity to apply analytical methods with many boundary condi-
tions by the using of AI methods.

The neural network optimized by generic algorithm of models
for the real time forecast of traffic flow is presented in [5]. Traffic
flow is a better predicable parameter than travel time is. The reason
is done by slowly varying curve of traffic flow which is “modulated”
by pseudo stochastic randomly distributed clusters of vehicles. The
average relative error of traffic flow forecast is 5.53%. However, the
proposed method of estimating TT has not a larger deviation than

DECISION TREES AS A TOOL FOR REAL-TIME TRAVEL TIME
ESTIMATION ON HIGHWAYS
DECISION TREES AS A TOOL FOR REAL-TIME TRAVEL TIME
ESTIMATION ON HIGHWAYS

Jakub Wosyka – Pavel Pribyl *

This paper presents a time travel estimation model based on a decision tree. Input parameter for travel time prediction is occupancy of
detectors. The proposed model was tested on the most widely used arterial in Prague and also in the Czech Republic. This road section has
many unmeasured inputs and outputs and with regards to only two detectors within a section it is difficult to estimate the travel time. A tem-
porary installation of ALPR system is used for training the decision tree model which consequently provides reliable travel time estimation. 
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6%, while it is relatively less complicated than neural network ori-
ented method.

A. Trajectory based methods
Trajectory methods are the simplest and the most commonly

used techniques to estimate travel time, [6]. Both methods con-
sider the measured speed is constant until the next detector (or to
the half distance on both sides). In half distance method the speed
measured by a detector is applicable to half the distance on both
sides.

(2)

In average speed method the speed is assumed to be the average
speeds measured by detectors 1 and 2.

(3)

The main disadvantage of the constant speed trajectory methods
is the decreasing performance with increasing traffic congestion.

The author in paper [1] describes a method which uses raw
(not time aggregated) data from loop detectors. The spot speed of
an individual vehicle is considered constant until the next measure-
ment of another available vehicle. The trajectory of one individual
vehicle in time and space is constructed from the sequence of speed
measurements obtained from the same vehicle and its few suc-
cessors. The author evaluated the mean error of his method result
between 7 – 10 % considering constant shock wave speed at 
22.4 km/h. Unfortunately, the raw input data is essential for this
method, but this data is not commonly available online in the
Czech Republic. 

B. Traffic flow theory based methods
Theoretical models have also been developed for the estima-

tion of travel time from loop detector data based on traffic flow
theory.

The Adaptive Kalman Filter (AKF) is used in the paper to
improve the travel time estimate from inductive loop using a small
number of probe vehicles. Unfortunately probe vehicles were sim-
ulated by microscopic simulation model PARAMICS. Because of
the inaccuracy of the travel time estimation from point detectors,
traffic data from other sources can be incorporated to improve the
estimation. Due to the recent advances in probe vehicle technolo-
gies, such as Global Positioning Systems (GPS), Automatic Vehicle
Identification (AVI), cellular phone positioning, and vehicle re-iden-
tification technology, probe vehicle has shown its potential to be
another valuable real-time traffic data source according to the [2].

Both data inputs (loops and probe vehicles) do not truly reflect
accurate section travel time especially under recurrent or non-recur-
rent traffic congestion condition. 

The proposed method in [2] consists of two parts. First is based
on the conservation or continuity equation:

TT
v v
L2

1 2

=
+_ i

TT v
L

v
L

2

1

1 2

= +d n

(or the traffic generation rate) (4)

where q is flow (vehicles/hour), k is density (vehicles/km), x is
location, and t is time.

For a typical urban freeway section including one on-ramp and
one off-ramp, the traffic flow passing the section during time period
(t � 1, t) can be estimated as:

(5)

where α is a smoothing parameter that is set to 0.5. qu(t) and qd(t)
are traffic flows of the upstream and downstream boundaries within
(t � 1, t). qon(t) and qoff(t) are total on-ramp and off-ramp traffic
flows within (t � 1, t).

Assuming that the traffic inside of the section is homogeneous,
an intuitive estimation of the section travel time is:

(6)

where Δx is length of the section between upstream and down-
stream detectors. Section density, k(t), which can be represented
as a time series:

(7)

where L is the number of lanes on the mainline freeway.

The Kalman filter is used for correction of section density,
which is used for travel time estimation. Section density is treated
as a state variable and the section travel time is treated as a mea-
surement variable. The performance of the proposed algorithm is
evaluated by Mean Absolute Percentage Error (MAPE). The author
also simulated constant error patterns and time-varying error pattern
on the loop detectors in order to evaluate how the proposed method
can handle these kinds of common errors.

The AKF Algorithm using 5% probe vehicles in the traffic
stream (simulated in PARAMICS simulation model) has MAPE
in range 7.6 – 9.7% compared to both single data source methods
up to 16.6%, which is a significant improvement. The author also
stated that with the higher probe rate available, better performance
can be expected from the AKF model. When the probe rate is
higher than 20% no more improvement is observed.

3. Proposed model

The Travel time estimation model which improves travel time
based only on data from the series of loop detectors is presented
in this paper (see Fig. 1) and in [7]. The Automatic licence plate
recognition (ALPR) system was temporarily used for training of
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decision tree model (DTM) by determining truth values of travel
time on road sections of interest.

The length of the section where estimation of travel times was
being tested is 3.6 kilometres and there are three profile measure-
ments by traffic loop detector. The average distance between detec-
tors is greater than one kilometre. The application of the analytical
methods described in Chap. 2 was not successful and the difference
between real measured TT and estimated time was often higher
than 100 percent; depending on the actual traffic volume. The results
were poorer for low or very high traffic volume. The reason is
simple – the distance between detectors is too large. For instance,
the recommended distance between fixed detectors on highways
is about 500 m in the Netherlands.

A road without many exits is most appropriate for accurate
TT estimation of TT, but it is not the case of our tested road, see
Fig. 2. Jizni spojka is an arterial road in Prague that carries more
than 100 000 personal cars connecting the southern and northern
parts of Prague. Three significant exits and two petrol stations on
this short tested section are present. Arriving and departing vehi-
cles significantly influence accuracy of TT estimation. In order to
reduce the inaccuracy to the lowest possible level the method

based on artificial intelligence is probably best to use. Well-trained
decision trees have the capacity to cover all traffic scenarios at this
road. 

A. Decision tree learning process
Decision trees (DT) can be used to discover features and extract

patterns in large databases that are important for predictive models.
Decision trees have an established position in artificial intelligence
methods. DT are used as classification and prediction tool of travel
time estimation based on input parameters which occupancy of
detectors is.

Detector occupancy is the ratio between the time that the
vehicle is over the detector, and the scanning period expressed in
percentage.

The Decision tree learning process requires input variables
which are traffic parameters (occupancy) and output values as travel
time. Figure 2 depicts a specific part of Jizni spojka in Prague. It
is possible to see the whole section enclosed by green (start) and
red (finish) flags. Two video-detectors (2 and 3) lie within the road
link section, a first one is located outside, in position -364 meters
from the start. The ALPR system measured TT between point red
flag and green flag and it is 3644 metres long.

Fig. 1 Decision tree learning via automatic licence plate recognition (ALPR) system

Fig. 2 Link road section in Prague (Jizni spojka)
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Data recorded in one month contain both free flow and con-
gested traffic states. 90% of data was used for learning decision
tree model (training data). The rest was verification data. The pre-
liminary DTM tests used traffic volumes as well as occupancy of
detectors. Many experiments showed that the trees are too complex
in this case and practically the same results can be achieved when
using only occupancy.

The final model uses five minute aggregated occupancy values
of all three video- detectors as the input variables. Based on these
inputs the travel time estimation is provided in same time step (5
minute time step). Part of related decision tree for travel time esti-
mation can be seen in Fig. 3, which shows how complex created
DT could be.

Very fast evaluation of binary condition (if – then) is the signifi-
cant advantage of decision trees for traffic engineering application.
Hence the decision tree-based model can be easily implemented.

B. Model validation and performance evaluation
Consequently unused input data (about 10%) was used for

model performance validation using the truth value of TT coming
from ALPR system. Three performance indicators were used for
evaluation purposes: MSE (mean square error) of average speed,
MAE (mean absolute error) of average speed and SSE (sum of
square error) of average speed
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The performance indicators corresponding to twelve different
days in May and June are elaborated in Table 1. It is possible to
see that the travel time error (in seconds) corresponds to the mean
absolute error of the speed on the road section.

Fig. 3 Part of created decision tree for estimating travel time – Demonstration of complexity

Performance evaluation Table 1.

Date
MSE

[km/h]2
MAE

[km/h]
SSE

[km/h]2

Mean time 
difference

[sec.]
TT error

4. 5. 2009 33.46 4.51 6290 9 5%

5. 5. 2009 31.22 4.45 3903 9 5%

12. 5. 2009 35.09 4.66 5158 9 6%

13. 5. 2009 40.86 4.95 7722 9 6%

15. 5. 2009 41.77 4.97 7143 10 6%

18. 5. 2009 23.01 3.69 4304 7 4%

21. 5. 2009 33.27 4.55 6487 9 5%

22. 5. 2009 44.16 5. 7419 10 6%

28. 5. 2009 42.39 5.17 6316 10 6%

29. 5. 2009 37.7 4.74 4825 9 6%

5. 6. 2009 41.69 5.12 6837 10 6%

6. 6. 2009 15.75 2.97 2000 6 4%
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Fig. 4 Measured and predicted TT (above); residual value (bottom)

Fig. 5 Web site opened for road users [7] (in Czech)
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The diagram in Fig. 4 (bellow) is graphical presentation of
real measured TT by ALPR (red curve) and predicted value by
DTM (green curve). X-axis expresses the time. The residual value
is the curve at the bottom.

4. Practical application

System for prediction of travel time based “only” on very
limited set of input data was implemented as Czech web site of the
City Hall of Prague to give a possibility for road users to check
accuracy of the proposed system, Fig. 5. 

Three different colours represent all three lanes measured on
the tested link section (the legend translation is following: levy /
stredny / pravy pruh � left / middle / right lane). The occupancy
of three detectors is depicted in the figure above and the result of
predicted travel time is shown in the table. The TT was predicted
by decision trees and also neural network tools. The displayed
values as outputs of both AI methods were mutually compared for
the research reasons.

5. Conclusion and future work

The presented method is very effective because it enables us
to estimate travel times relatively reliably, even when traffic detec-
tors are far from each other. In comparison to the neural networks
models, which were also tested in the frame of the project, the
decision tree model is more controllable and well-arranged. 

Nevertheless the temporary installation of ALPR system for
TT measurement also has operational expenditures. The research
continues in the direction to replace ALPR equipment by floating
car data. The first measurements on the D1 highway proved a pen-
etration of floating cars in the traffic stream volume is about 5 %.
This volume of floating cars could very precisely calibrate travel
times estimated by fixed detectors.
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1. Introduction

In motion control, the quality of measured position and speed
is one of the most important factors to achieve high performance.
Although sensorless motor control finds its use in various appli-
cations [1], there are still applications where feedback signal of
high quality is crucial. Resolver represents a robust position sensor
that is suitable for heavy-duty applications like aerospace. In mea-
surement system, the position and speed is extracted from the
analog resolver signals that are in ideal case sine and cosine waves.
However, the real resolver signals contain errors which results in
position and speed inaccuracies. The major contribution to the
position error is caused by different amplitudes, dc offsets and phase
error of the resolver signals. Furthermore, the noise badly affects
the effective resolution and obstructs the identification of the errors.
Controller of the electric drive is implemented using Digital Signal
Processor (DSP) with high computational power. This computa-
tional power can be utilized to improve the position and speed
measurement by software-based approach.

There are several works that describe self-calibration and noise
reduction methods for the resolver sensor. The ideal resolver signals
plotted versus each other form a circle. In the real case, the circle is
distorted and can be approximated by an ellipse. In [2], the ellipse
fitting technique is used to correct resolver signals in servo drive
application to improve accuracy of the position and speed mea-
surement. A recursive least squares approach is used to fit the
measured data to an ellipse. The method gives good results, but it
is not working during the resting periods when rotor is not moving.
In [3], the ellipse fitting technique is modified in order to solve
the problem, but the computational costs are too high for the online
calibration. Another approach of self-calibration was presented by
Heydemann in 1981 [4]. It is also based on the least squares esti-

mation. In order to reduce computational demands, the modified
version of the algorithm has been presented so it can be imple-
mented in DSP [5]. A method to suppress systematic errors of the
resolver based on Fourier analysis is used in the paper [6]. In the
technique, the resolver signals form one complex signal, and the
systematic errors are removed by compensating for the non-prin-
cipal harmonics in the second power of this complex signal. The
method is very simple and effective and can be used for online cal-
ibration.

As mentioned before, distorted resolver signals cause position
error which results in speed and current oscillations. Imperfections
in resolver signals are induced by resolver itself with its limited
accuracy, by the conditioning circuitry which adjusts these signals
prior to AD conversion and also by the ADC errors. Coupling
errors like eccentricity contributes to total position error. Another
problem represents the imperfect demodulation of the resolver
signals which can cause additional position error that is speed-
dependent [7].

In this paper the self-calibration method is integrated into the
variable-speed field-oriented control scheme of permanent magnet
synchronous motor (PMSM) drive equipped with resolver in order
to improve accuracy of the position and speed measurement. In
following text, the block diagram of self-calibration algorithm is
presented and individual parts are described in more details.

2. Servodrive application

Control structure of the PMSM servo drive is shown in Fig. 1
Special integrated circuit called resolver-to-digital converter is com-
monly used to convert the resolver signals into digital position and
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speed (10–16 bits wide). In this case, the resolver-to-digital con-
version is software-based, and it is implemented in a Micro-Con-
troller Unit (MCU). Instead of using expensive resolver-to-digital
converter, only the low-cost conditioning circuitry is needed to
preprocess resolver sine and cosine signals prior to AD conversion.
The excitation signal for the resolver is also generated by the inter-
face board. Angle-tracking observer (ATO) is used to extract the
position and speed information from the digitized resolver signals.
The detail description of the ATO, together with the interface board
schematics can be found in [8].

The resolver signals are first sampled by the ADC and then
input to the correction block, where the dc offsets are canceled
out, the amplitudes are attenuated and the phase error is compen-
sated. The output of the correction block is applied to the ATO
input to extract the position and speed from the corrected signals
sin(θ), cos(θ). The error parameters Asin , Acos , Bsin , Bcos and α are
calculated in the self-calibration block and fed-back to the correc-
tion block. This feedback loop is capable of online identification and
compensation of the errors in resolver signals. Function of the
individual blocks is described in more details in following text. 

A. Resolver Sensor
A resolver is a rotary transformer that houses three windings,

primary excitation winding and two secondary sine and cosine
windings. Excitation winding is placed in the rotor and the secondary
windings are in the stator. The sine and cosine stator windings are
mechanically displaced from each other by 90 degrees. The excita-
tion voltage is supplied to the primary excitation winding through
a rotary transformer (resolver transmitter type). The schematic of
the brushless resolver sensor is shown in Fig. 2. 

The rotor is energized with the high frequency voltage signal
(excitation frequency fexc � 10 kHz). The resolver generates two

signals that are multiplied (modulated) by the sine and cosine of
the mechanical angle θ. The equation (1) denotes these two signals
that are, in ideal case, equal in amplitude, perfectly orthogonal and
have no dc offsets. 

Vsin � A sin(θ) cos(θexc t)
(1)

Vcos � A cos(θ) cos(θexc t)

However, in the real system, resolver signals contain errors and
noise. The real resolver sensor can be modeled using equations (2)
where Asin, Acos represents the amplitudes, Bsin, Bcos are the offsets
and α is the phase error.

Vsin � Asin sin(θ) cos(θexc t) � Bsin

(2)
Vcos � Acos cos(θ � α) cos(θexc t) � Bcos

B. Synchronous Demodulation
In software based resolver-to-digital conversion, the resolver

signals have to be demodulated during the AD conversion. It is done
by taking samples at the maximum of the sinusoids to extract enve-
lope from the modulated signal. Demodulation removes high fre-
quency components ωexc form equations (2), see Fig. 3. The figure
also shows the effect of the phase shift tδ on the demodulation of
the resolver signals. Samples of the signals, delayed by the phase
shift, are not taken at the peak of sinusoids. In order to utilize full
scale of the AD converter, the sampling instant has to be synchro-
nized with the excitation signal of the resolver, otherwise the reso-
lution will decrease.

To ensure perfectly synchronous demodulation is not easy
because of the fact that excitation signal suffers from various delays
in the conditioning circuitry and in the resolver itself. The long
delay can highly distort calculated angle. Position error caused by
the phase shift between the excitation signal and the sine and cosine
signals that are input to ADC can be calculated as follows:

(3)error
exc~

~
d=

Fig. 1 Control structure of the drive supplemented with the self-
calibration algorithm (blue)

Fig. 2 Resolver schematics
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According to (3), the error caused by total phase shift δ is
lower with higher excitation frequency ωexc and lower rotor speed
ω. In high speed of the rotor or with the large δ, the position error
can be significant [6].

In order to minimize the effect of the reference phase shift δ on
demodulation, the sampling instant has to be attenuated to ensure
synchronous demodulation of the resolver signals. The possible
algorithm to lock both phases to the peaks of the sinusoids is in
Fig. 4.

The procedure takes place before the normal operation of the
drive, during commissioning stage. Maximization of the sampled
resolver signals Vsin and Vcos can be achieved by modification of the
sampling instant relative to the excitation signal of the resolver.

Since both resolver signals are sinusoidal function of time, it
is straightforward to determine their maximum by taking sum of
squares, which remains constant over the time. Shifting the sam-
pling instant ϕ by some Δϕ will affect the maximum of the samples.
After several iterations, the sampling instant ϕ that corresponds
to the highest maximum is used during the normal operation of
the drive.

C. Correction of the Resolver Signals 

When the phase error α, amplitudes Asin, Acos and dc offsets
Bsin, Bcos are determined, the correction can be done using equa-
tions (4).

(4)

Detail of the correction block is shown in Fig. 5.

D. Angle Tracking Observer
An observer that uses resolver sinusoidal signals to get smooth

and accurate estimation of the rotor position and speed is known as
Angle Tracking Observer (ATO) [8]. The block diagram is shown
in Fig. 6. 

The ATO is based on the same principle as Phase-Locked
Loop. First, the observer error e is calculated by comparing cor-
rected resolver signals sin(θ), cos(θ) with their corresponding esti-
mations sin(θ^), cos(θ^):

(5)
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Fig. 3 Sampling of the resolver signal. Effect of the time-phase shift tδ

on the demodulation

Fig. 4 Offline procedure to ensure synchronous demodulation of the
resolver signals

Fig. 5 Correction block
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The error e is minimized by integrator and PS controller con-
nected in series. ATO Transfer function is a second-order and has
one zero. Natural frequency ω0 [rad.s�1] and damping factor ξ[–]
are related to coefficients K1 and K2 and can be calculated using
equations (6).

(6)

IIR low-pass filter of the rotor speed is incorporated to achieve
smoother waveform.

E. Self-Calibration Block
Purpose of the self-calibration block shown in Fig. 1 is to

provide the correction block with new estimate of the error para-
meters of resolver signals: Asin , Acos , Bsin , Bcos and α. The self-cali-
bration is based on the method that is presented in [5]. In this
technique, the resolver signals form one complex signal s�(θ(t)) �
� Vcos(t) � jVsin(t). The signal can be expanded into the Fourier
series:

(7)

If k � {�1, 0, 1}, the coefficient c�0 represents the offset errors
(Bcos+jBsin), represents the amplitude difference (Asin � Acos),
and lm{c��1} represents the phase error α. The second power of
the complex signal s� is analyzed in order to find the coefficients c�0

and c��1. Waveform of the squared magnitude (s�)2 for the distorted
resolver signals is shown in Fig. 7 where the red waveform repre-
sents the case with ideal resolver signals. 

As it is shown in Fig. 7, the distorted resolver signals will intro-
duce harmonics into the squared magnitude (s�)2. The cross corre-
lation of the squared magnitude and the Euler formula is used to
find the individual coefficients of the Fourier series, which contain
the error parameters of the resolver signals:

(8)

However, for the online calculation it is more convenient to
calculate the integral in feedback scheme instead of using feed-
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forward-oriented scheme, given by (7). The block diagram is shown
in Fig. 8. The feedback loop includes the correction block and the
ATO block as it is shown in Fig. 1. Squared magnitude is calcu-
lated from the corrected signals sin(θ), cos(θ). 

The (s�)2 is compared with the reference value and fed to the
amplitude controller. Actual rotor angle θ^ is calculated in the ATO
block.

Terms sin(2θ^) and cos(2θ^) are used according to (8) to get the
amplitude difference (Asin � Acos) and the phase error α. The cross
correlation for the offset errors Bsin and Bcos is performed simply
with the corrected signals. Five I-regulators have time constant TI

that determines the dynamic behavior of the loop. The time con-
stant has to be set sufficiently large because the error parameters
have to be calculated over several periods.

3. Experimental results

Described self-calibration method has been integrated into the
controller of a servo drive. The drive includes 3.4kW, 3000 rpm
synchronous motor with permanent magnets (PMSM), the sinu-
soidal encoder, the power converter and the resolver under test.
All calculations are performed using 32-bit floating-point micro-
controller MPC5643L from Freescale. No additional hardware
components are required. Sinusoidal encoder is used as a position
reference. The accuracy of the encoder stated in the datasheet is

Fig. 6 Angle Tracking Observer Fig. 7 Squared magnitude of the resolver signals. a) Offset errors 
c� � 0.02 � j0.01. b) Amplitude and phase errors c��1 � 0.02 � j0.01

Application configuration Table 1

Excitation frequency of the resolver 10 kHz

Current loop sampling frequency 10 kHz

Current-loop bandwidth / attenuation 150Hz / 0.707

Speed loop sampling frequency 1 kHz

Speed-loop bandwidth / attenuation 20Hz / 1

Angle-tracking observer bandwidth / attenuation 150Hz / 0.707

Time constant TI of the self calibration loop 1s
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�20 arc seconds. Resolver under test is coupled to the shaft to
provide position feedback for the FOC control algorithm. The accu-
racy of the resolver according to the datasheet is �10 arc minutes.
Some parameters of application configuration are summarized in
Table I.

The results obtained at constant motor speed of 1000 rpm are
illustrated in Fig. 9 and Fig. 10. Initially, the self-calibration is
turned off and motor runs at constant speed. Oscillations in the
speed and position signals are caused partly by the errors in the
resolver signals and partly by the eccentricity between the resolver
and the reference encoder. The moment when self-calibration is
turned on, the observed error parameters start to approach their
steady state values. Then these parameters are used for the correc-
tion of the resolver signals (Fig. 12), which leads to the reduction
of the position error and speed oscillations. Offset error determined
by the scheme is about 0.3% for both resolver signals. The differ-
ence between amplitudes is about 1.1% and the phase error is
0.06deg. Effect of the self-calibration on the position error and the
speed is obvious. Fig. 11 shows comparison of the amplitude spec-
trum of the position error and speed before, and after the correction
Total reduction of the position error is limited by the eccentricity
between the resolver and reference encoder, which causes error
that is still present in the position, even after applied correction. 

Position error is periodic in nature. Close observation shows
that there is an offset which is changing with respect to speed. The
cause of this dc component being present in the position error is the
phase shift δ described in section B. Although to ensure perfectly
synchronous demodulation is not an easy task, it is not impossible.
Another way to reduce the effect of imperfect demodulation is to
increase excitation frequency of the resolver.

Variation of the shaft speed does not affect the dynamic behav-
ior of the self-calibration loop. However, the time constant of the
I-controllers (TI) has to be sufficiently large because the error

parameters have to be calculated over several periods of the
resolver line signals.

Fig. 9 Error parameters of the resolver signals estimated by Self-
calibration loop. Self-calibration is turned-on at time t � 3s

Fig. 10 Resolver error and speed of PMSM at 1000rpm. 
Self-calibration is turned-on at time t � 3s 

Fig. 8 Block diagram of the self-calibration loop
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4. Conclusion

Self-calibration technique for the resolver sensor has been dis-
cussed. In the real system, the imperfections in resolver signals
cause position error that introduces oscillations into the speed and
current. To reduce these effects, the control structure of the drive
is supplemented with self-calibration loop for online identification
and compensation of the systematic errors in the resolver signals.
Experimental results demonstrated online tuning ability of the
method. Reduction of position error results in better running char-
acteristics of the drive. Eccentricity between the resolver and the
reference encoder limits additional reduction of position error and

the speed oscillations. Furthermore, the imperfect demodulation of
the resolver signals caused by phase shift results in additional posi-
tion error that is proportional to speed and constant over the time. 

In general, the described method represents effective and simple
way to improve position measurement of the resolver sensor without
the need of additional hardware equipment. 
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Fig. 11 Amplitude spectrum of the resolver error and speed 
at constant speed 1000rpm (16.67Hz)

Fig. 12 Actual and corrected resolver signals
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1. Introduction

Classical brakes possess several disadvantages. Friction of solid
mechanical parts wears out the device, the need of hydraulic parts
increases space requirements and the control of such brakes is dif-
ficult due to the passivity of conventional systems and due to the
need of active elements. Magnetorheological brakes offer solution
to these problems: they contain no solid to solid part joints, allow
continuous changes of deceleration and they are direct electro-
mechanical converters, which makes their control simple. Present-
day industry uses magnetorheological brakes in several applications
and many designs of magnetorheological brakes can be found
nowadays [1, 2].

2. Properties of magnetorheological fluids

Magnetorheological fluids are fluids able to change their vis-
cosity depending on the applied magnetic field. These fluids are thus
an example of so called smart materials. They consist of micron
sized metallic particles dispersed in a carrier liquid, most often oil.

Without an external magnetic field, these particles are randomly
scattered in carrier oil and do not influence the viscosity of the
whole fluid. If an external magnetic field is applied, particles are
organized in the direction of the field and resist possible movements
thus increasing the viscosity of overall liquid, as seen in Fig. 1.

Highest viscosity change is measured in the movement direc-
tion perpendicular to the direction of the applied magnetic field.
Devices working on the change of magnetorheological fluid vis-
cosity principle are thus often geometrically designed to work in
such a way. 

Magnetorheological fluids are nonconductive and the size of
their ferromagnetic particles is in micrometers. Such a small size
means that eddy currents are not present in the fluid or particles,
which makes their magnetization characteristics static [3].

3. Used Magnetorheological Fluid

Magnetorheological fluid MRHCCS4-B obtained from Liquids
Research Ltc. was used as the braking liquid of proposed device.
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Its magnetic properties were determined using our method for
magnetic properties measurement mentioned in [4]. The relative
permeability in the linear part of magnetization characteristics is
μr � 1.61. The change of viscosity depending on the perpendicular
applied magnetic field was obtained from the University of Timi-
soara measurements [5]. Saturated magnetization of this fluid is
750 mT.

4. Brake Design

The physical principle of the magnetorheological brake design
can be seen in Fig. 2. The brake disc is rotating in a gap of a mag-
netic circuit filled with the magnetorheological fluid. If coils are
powered, the resulting magnetic field is led through the magnetic
circuit and influences the fluid in its gap. By changing the viscosity
of the fluid, the braking of the whole system can be continually
controlled. No direct connection of metal parts is present, and
braking is achieved by viscous losses in the fluid.

Most mechanically stressed part of the brake is the connec-
tion of the disc and the shaft. These parts must be properly fixed
in order to withstand the resulting torque. The material the disc is
made of has impact on the brake principle – if it is made of con-
ductive material, the device works as an eddy current brake as well
because of eddy currents inducted into the moving conductive
material [6]. These currents generate magnetic field and forces in
the opposite direction to the movement. Resulting drag torque is
then given by the superposition of the drag torque generated by
eddy currents and the drag torque generated by viscous losses. If
the material is nonconductive, the device works as a pure magne-
torheological brake, but nonconductive materials possess worse
mechanical properties.

Significant disadvantage of this braking system is the initial
viscosity of the fluid without the presence of an external magnetic
field. The rotating disc is braked even without the applied mag-
netic field. Resulting energy is changed into heat and warms used
fluid, which results in cooling requirement.

5. Mathematical Model of the Magnetic Field and
Experimental Verification

Magnetic field in range B � 0 � 400 mT is needed in the brake
gap to achieve demanded viscosity change of the magnetorheolog-

ical fluid. Magnetic circuit was made and the problem was simu-
lated to properly design the number of coils and to choose suitable
power source for the brake coils. Magnetic field in the area of the
magnetic fluid filled gap is observed. Because of known magnetic
properties of the fluid (μr � 1.61 in the linear part of the magneti-
zation characteristics and the saturation magnetization of 750 mT)
the problem can be treated as non coupled, the changes in mag-
netic fluid do not influence resulting magnetic field, and linear, the
device operates in the linear part of the magnetization curve. The
value of this field was computed using the mathematical model
respecting the coil filling coefficient, then measured on the exper-
imental device and results were compared.

Mathematical model of the problem was created using the
FEM application Agros2D. The magnetic vector potential equa-
tion was solved in order to acquire the distribution of the mag-
netic field.

(1)

The value of the magnetic field B can be easily obtained from
the formula

B � rot A . (2)

The convergence of results was observed. The mathematical
model with 7689 nodes and 3216 elements built in Agros2D soft-
ware was found accurate and quick enough. Second order elements
were used to ensure higher accuracy and faster computing of the
model. Distribution of the resulting magnetic field can be seen in
Fig. 3.

Resulting magnetic field for different values of winding current
was compared with values obtained by measuring on the magnetic
circuit using the Elimag MP-1 fluxmeter with hall probe injected
into the magnetic fluid filled gap. Results confirming the assump-
tion that the device works in the linear part of the magnetization
characteristics can be seen in Fig. 4.

rot rot A J1
extn

=

Fig. 2 Magnetorheological brake principle scheme

Fig. 3 Distribution of the magnetic field obtained from the numerical
simulation of the brake in Agros2D software
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6. Experimental Device

An experimental device of magnetorheological brake was con-
structed and can be seen in Fig. 5. The magnetorheological fluid
container is open to ensure better maintenance of the device and
easy injection of measurement probes. This container would be
sealed in a real application. Magnetorheological fluid MRHCCS4-
B was used to fill it. The coils are powered with direct current so
skin-effect is not present and construction steel is sufficient for the
magnetic circuit material, there is no need for transformer plates.
Current density is achieved by powering 500 coils made of 0.6 mm
copper wire with values of direct current from up to 3A DC power
source. The same values of current density can be achieved using
more coils and fewer currents as well. The disc shaft and the disc
itself are made of aluminum in order to obtain higher mechanical
strength of disc to shaft connection.

The operation of the fluid in the device can be seen in Fig. 6.

7. Drag Torque of the Magnetorheological Brake

The viscous drag torque of a disc rotating in a fluid depends
on the fluid viscosity η, revolution of the disc ω and the geometri-
cal dimensions of the disc. This torque can be counted from the
acquired values of the magnetic field and viscosity-magnetic field-
disc revolution characteristics of the used fluid MRHCCS4-B [5].
As can be seen, the drag torque is present even when the fluid is
not affected by magnetic field, the magnetorheological fluid pos-
sesses an initial viscosity causing viscous losses. When the viscosity
rises, the drag torque changes as well. The total drag torque can
be thus expressed as the superposition of drag torque caused by
the initial viscosity, the drag torque caused by the increase of the
viscosity and the drag torque caused by the eddy currents braking. 

Fig. 4 Results of the magnetic field in the brake gap mathematical
modeling compared with measured results

Fig. 5 Experimental magnetorheological brake with hall probe measur-
ing the magnetic field in the brake chamber

Fig. 6 Magnetorheological brake influences the viscosity of the fluid in the gap: Left – Coils are not powered; 
Right – Coils are powered with current density of 6 ·104 A/m2



26 � C O M M U N I C A T I O N S    2 A / 2 0 1 3

M � Mrheo(I � 0) � Mrheo(I) � Meddy (3)

The drag torque Meddy caused by eddy currents induced into
the disc is given by the magnetic field and the square of the disc
rotation and can be easily deduced from the elemental relations
given by the electromagnetic field theory (see e.g. [7]). Because of
the low values of the magnetic field in the brake gap (in order of
hundreds of mT), the value of this torque is several orders lower
than the values of the torques given by viscous losses and can be
neglected. This assumption was experimentally verified by measur-
ing the drag torque of the brake with an aluminum disc without
the presence of the magnetorheological fluid.

The dynamical drag torque characteristics of the device were
measured using the experimental setup that can be seen in Fig. 7.

The experimental brake was driven by an asynchronous machine
FT4C52S. The mechanical revolution of the brake disc was mea-
sured with tachometer and the active power supporting the asyn-
chronous machine was observed using a power network analyzer.
The relation between the power and the disc revolution is given
by: 

Pκ � Mω . (4)

Where P stands for the active power, κ represents the machine
efficiency and ω is the revolution of the disc. The drag torque char-
acteristics depending on the current powering the brake coils can
be seen in Fig. 8.

Drag torque Mrheo(I � 0) caused by the initial viscosity of
the magnetorheological fluid is not present in the characteristics,
the graph shows the increase in the drag torque caused by the vis-
cosity change of the magnetorheological fluid. When driven by the
used motor, the revolution of the disc dropped under ω � 1 s�1

when powering the coil with current higher than I � 0.7 A. The
disc stopped rotating when the coil was powered with the current
of I � 1 A.

8. Conclusion

A design of a magnetorheological brake was presented and an
experimental mechanism was built. This brake has several advan-
tages: no direct solid to solid part connection causing negligible
mechanical wear, direct electric control and low space requirements.
Current density in order of J � 104 A/m2 is enough to create such
a viscosity change in the MRHCCS4-B fluid to stop the movement
of the device driven by the used motor. Such values of current
densities are quite easy to achieve, it was accomplished by 500 coils
powered with 1 A in our case. The prime disadvantage of this brake
design is the passive braking caused by viscous losses in injected
fluid even without the applied magnetic field that predetermines
the brake for the use in relatively slow running devices. Optimiz-
ing the magnetic circuit to decrease power requirements of the
device and acquiring drag torque characteristics of the brake with
different types of magnetorheological fluids is the theme of our
future research in this field of interest.
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Fig. 7 The setup for measuring the dynamical drag torque of the
magnetorheological brake

Fig. 8 Measured drag torque as a function of current powering 
the brake coil
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1. Introduction

Investigations about non-thermal effect of low frequency elec-
tromagnetic field (LF EMF) applied on biological structures are
still full of ambiguity and uncertainty. This is caused by the absence
of a general theory about mechanisms on the cellular level that
could be accepted by the whole scientific society. However, the
research in this area has succeeded at least partially, because several
theories have been established and published. 

In this paper the two of the theories that seem to be most
prominent in the research during last few years are briefly presented.
Both of the theories are confronted with our experimental work,
where the influence of LF EMF on the yeast strand VIVO is inves-
tigated. Findings and results are discussed within the conception
of the mentioned theories, while some conclusions and recom-
mendations for further work are presented.

2. Interaction mechanizms between LF EMF and
biological structures

As it has been published in many studies before [1, 2], the
EMF is naturally presented (at least in the form of transmembrane
potential) in biological environment and aligned with many pro-
cesses (i.e. communication between cells, proliferation processes
and others). But most recent scientific attention is paid to phenom-
enon of non-thermal connection between biosystems (albeit uni-
cellular in our case) and man-made electromagnetic fields, at least
in the specific frequency range. The investigations in this field
showed a multitude of possibilities to pursue in the process of quan-

tifying and elucidating the mechanisms of actions observed over
the course of considered experiments. However, for the purpose
of this work, two mechanisms that are currently probably most
prominent have been chosen.

A. Frohlich’s theory of coherent oscilations
The first mechanism is based on notions by H. Frohlich [3]

and explores highly polar structures within living cells and vibra-
tions thereof, creating conditions for endogenous electromagnetic
field generation. This notion was further explored and developed
by authors at the Institute of Photonics, Prague, Czech Republic
and was also used to quantify the mechanism of non-invasive cancer
detection proposed by Vedruccio et al. and since commercially
manufactured under the name TrimProbe [4]. The basis of this
theory lies in the presence of microtubules, hollow cylinders made
of highly polar protein pairs (α- and β-tubulin), Fig. 1.

Interestingly, these are most prominent during the division
process, wherein they serve both as structural elements and loco-
motive helpers especially during the separation of nuclei of mother
and daughter cells. Furthermore, experiments conducted by Pokorny
et al. [5] showed significantly enhanced levels of electromagnetic
activity during the budding phase of yeast cells and within synchro-
nized yeast cells. Based on this theory it could be assumed that
application of exogenous electromagnetic field within the frequency
range employed by microtubules might lead to disruption of the
underlying physiological function(s).

B. Lednev’s ion resonance theories 
The second mechanism lies in the interpretation of Lednev’s

Ion Parametric Resonance (IPR) model [6]. This model is based
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on parallel combination of static and alternating magnetic fields
applied to a biosystem, first described by McLeod and Liboff in
[7]. The model is principally shown in Fig. 2 and can be inter-
preted as an adaptation of atomic spectroscopy to biological envi-
ronment.

The first version (1991) emanates from following assumptions:
1. The biosystem reaction onto the applied exogenous field is

based on presence of Ca2� ion bound to a specific protein
location, enzymatic activity of which, is under control of such
ion.

2. The bound ion is considered as isotropic, charged oscillator. 
3. Oscillations are excited by thermal changes in biosystem. 
4. Ca2� ion’s potential path is of spherical symmetry. 

5. Degenerated vibrational level of the ion with its characteristic
angular frequency ω is split into three sublevels (Zeeman effect) 

6. Oscillations of magnetic sublevels ωE1 and ωE2 are coherent –
amplitude and phase ratio is independent of time. The cohe-
rency allows interference interactions between the Ca2� oscil-
lator sublevels, which causes the biological response above the
thermal noise level. 

7. Oscillations are present only while the Ca2� ion is bound to
the specific protein location.

Based on these suggestions, Lednev in his works developed
a model that could help with deduction of probability of specific
ion transition to an energetically lower level, caused by application
of external non-stationary magnetic field. This model was criticized
by Adair [8] and defended by Engstrom [9]. The objections made by
Adair were due to the spherical symmetry to enable the interference,
and the lifetime of the excited ion state that must be of the order
of Larmor precession; otherwise, the precession movement would
be interrupted and the biological effect could not occur. Lednev
addressed these objections by generalizing his theory to the case of
continuous excitation and created a new model in 1996 [10], which
led to some changes in assumptions from the previous model: 
1. The ion displacement to the binding location on the protein is

considered as the beginning of the excitation. 
2. Magnetic fields (static, time-varying, combined) invoke preces-

sion of vibrational axes of Ca2� oscillator depending on the
orientation of the magnetic field. In certain combination of
relaxing time of Ca2� oscillator and applied field parameters,
there is a possibility to achieve a considerable change of polar-
ization level in a plane perpendicular to the applied magnetic
field. 

3. It is assumed that the probability of structure modification in
Ca2� bound location depends on time-average level of polar-
ization of Ca2� oscillator.

The resulting probability of energy density is given by: 

, (1)

where Ψ represents the electromagnetic field intensity in the direc-
tion of the given axis.

This model was proposed on the basis of the experimental
findings [8], where the magnetic flux density was lower than it was
in previous cases. Spin movement of a particle placed into the
exogenous magnetic field is described by Larmor precession ωL:

ωL � γB0 , (2)

where γ is the value of gyromagnetic ratio of a nucleus and B0 is
the magnetic flux density of the static magnetic (DC) field. Even
in this case, the combination of time-varying and static magnetic
field causes frequency modulation of the resulting electromagnetic
field, intensity of which is:
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Fig. 1 Microtubule segment

Fig. 2 Bound-ion polarization caused by a combination of static 
and time-varying magnetic field



30 � C O M M U N I C A T I O N S    2 A / 2 0 1 3

where Jn represents Bessel function of n-th order, f is frequency,
B1 represents magnetic flux density of time-varying (AC) magnetic
field, which causes the modulation and t is the time. Statistically
significant bio-effect was found during the application of fields in
the μT range. Nowadays, this model is one of the most important
subjects in many experimental investigations and its further devel-
opment is highly probable.

3. Exposure system

For the purpose of our experiments, the incubator described
in [11] was used. To obtain more exact results, it was decided that
inhomogeneity should not exceed 5% of the applied LF EMF.
That’s why a new exposure coil system has to be designed. The
new system proposal is based on numerical modeling. The model
consists of three air coils. The role of the upper and lower side coils
is to generate the LF EMF field of desired strength (mean value of
2.4 mT) and to complement the centre coil which further enhances
the homogeneity of the generated EMF (max. 5 % variation within
the exposed Petri dishes).

Number of turns for each of the side coils was determined to
105, wound in 14 layers. The stabilization coil was designed with
56 turns, wound in 4 layers. The results of numerical simulations,
presented in Fig. 3 showed that the desired homogeneity in the
exposure area was achieved at the 1A of excitation current of a sinu-
soidal shape. Minimum value of magnetic flux density in exposure
area was 2.36 mT and maximum 2.47 mT. 

As it is demonstrated in Fig. 3, the proposed coil system is of
uncommon shape, so the atypical support system for its creation
has to be designed.

This task was solved in cooperation with the Faculty of Mechan-
ical Engineering, University of Zilina. Model of the coil strut was
designed in the Autodesk Inventor software, sent to a 3D printer

and printed. The comparison of the model and output from the
3D printer can be seen in Fig. 4.

The final creation of the proposed coil system was made man-
ually using about 100 m of enameled copper winding wire with the
diameter of 1.8 mm. The three coils were formed separately and
connected together in series as shown in Fig. 5.

Inductance of the whole coil system is L � 5.346 mH, mea-
sured by an LC-meter. The magnetic flux density(B)-field produced
by the coil system was measured by flux-gate sensor at 0.1 A sinu-
soidal current and was recalculated to 1 A (because of linear
dependence). The values from 2.37 to 2.49 mT confirmed that the
constructed coil system is adequate to the simulation proposal.
Due to the similar B with the coil used in [11] (B was 2.0 – 2.3 mT)
the results from experiments presented herein could be compared
with the results from previous experiments made by the authors.

4. Experimental work

As it has been mentioned in previous section of this article,
this experiment is focused on the behavior of saccharomyces cere-

Fig. 3 Proposed model of exposure coil system–simulation results of B
field; color range from 2.3 to 2.5 mT

Fig. 4 a) Model of the coil strut b) Output from the 3D printer – the
strut is in the background of the picture

Fig. 5 The finalized exposure coil system in front of the incubator



31C O M M U N I C A T I O N S    2 A / 2 0 1 3   �

visiae affected by exogenous time-varying LF EMF produced by
the newly designed coil system. At the beginning of the experiment
– three petri dishes (exposed samples) are placed to the proper
position in the coil and three are arranged into the magnetic shield-
ing box and inserted to the incubator, which is principally shown
in Fig. 6. 

Temperature of both exposed and unexposed samples is mon-
itored by thermistors during the experiment. Frequency of applied
field is 1.6 kHz at the current of sinusoidal shape with amplitude
1.01 A. The mentioned frequency was chosen to compare the results
from [12], where statistically significant bio-effect occurred at this
frequency.

Once the exposure system parameters are set up, the exposure
has started. Time of the exposure is 66 hours according to [12, 13].
After the exposure, the petri dishes are scanned and evaluated using
the application Petri scanner – software for counting of yeast
colonies and growth (surface) area evaluation.

The first experiment was built-up according to the IPR theory
[10], so the B vector of AC field produced by the coil system is

parallel to the B vector of DC field represented by the Earth’s
magnetic field (measured as 47 μT). The second experiment was
focused on the perpendicular combination of the applied electro-
magnetic fields. The whole incubator was placed on its side to the
vertical plane, which is demonstrated in Fig. 7. Then another 66
hour lasting exposure started under the same conditions as in the
previous case.

Comparison of results portrays an interesting picture, which
is shown in Fig. 8. The ratio in the figures is given by the growth
area ratio between the cell colonies of exposed and unexposed
samples.

For a better reliability each of the experiments is repeated under
the same exposure conditions. According to Student’s t-test, the
obtained results are statistically comparative to the previous exper-
iments, as it is demonstrated in Table 1.

5. Conclusion

The presented article summarizes recent theories about the
LF EMF influence to the biological structures. As a confirmation
of previous experiments aligned with the presented theories, the

Fig. 6 Principal scheme of the incubator

Fig. 7 Perpendicular combination of the applied EMFs
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Fig. 8 Comparison between the influence of parallel 
and perpendicular combination of LF EMFs

Example of Student’s t-test for first batch of experiments Table 1
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new coil system was designed to achieve better homogeneity of
the applied LF EMF. The new exposure system was used for the
experiments focused on the biological effect of parallel and per-
pendicular combination of applied time-varying and static magnetic
field.

The results from the presented experiments gave ground for the
following conclusions. First, a biological effect was clearly observed
at given frequency that confirms findings from [12, 13]. 

Second and probably foremost, the inhibitive proliferative
response of the biological samples was observed during the appli-
cation of parallel combination of AC and DC electromagnetic field,
while the perpendicular combination showed no effect at given
frequency. This finding could support mainly the Lednev’s IPR
theory about the influence of superposed AC and DC magnetic
fields to the bound ions on the cell membrane surface. On the

other hand, the anti-proliferative effect could be also explained by
the Frohlich’s theory. For further work it would be interesting to
investigate the influence in wide frequency range of applied elec-
tromagnetic field. Especially the sub-harmonic frequencies of the
base frequency presented in this work could provide considerable
results especially verification of the IPR model predictions seems
to be very interesting.

From afore mentioned it seems that both of the compared
mechanisms could be used for explanation of the observed yeast
behavior. But there are still some uncertainties, so the authors
assume that the correct interpretation of the presented results could
be achieved by synthesis of the described models. In advance, the
presented findings give a reason to believe that such behavior could
be exploited with advantage in therapeutic application targeting
specific cell/tissue types. 
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1. Introduction

Solid electrolytes present numerous potential advantages com-
pared to liquid electrolytes, including absence of liquid contain-
ment and leakage problems, ability to operate with more reactive
electrodes over a wider temperature range, and the possibility of
miniaturization using thin-film-processing techniques. They are an
important part of electrochemical devices such as electrochronic
displays and sensors, solid-state batteries, electrochemical pumps,
capacitors, time switches, etc. [1, 2].

General requirements for practical solid electrolytes are high
ionic conductivity, stability with respect to thermal and electro-
chemical decomposition, suitable mechanical properties, ease of
fabrication, and reasonable cost.

Lithium-ion conductive glasses have been widely studied due
to their potential application as solid-state amorphous electrolytes
in secondary batteries [1]. It was found that amorphous character
of this material and the presence of nitrogen increase conductivity
compared to that of the crystalline compound. The increase in con-
ductivity is supposed to be related to the formation of P–N bonds
which replace P–O ones leading to a more reticulated anionic
network [2].

The optical and electrochemical properties of lithium phos-
phorous oxynitride (LiPON) thin films have been studied and suc-
cessfully applied in lithium microbatteries [3]. LiPON exhibits
a single, Li�-ion conducting phase with an average conductivity of
(2.3 � 0.7) 	 10�6 S/cm at 25 °C and an average activation energy
of Ea = (0.55 � 0.02) eV [3]. 

In this contribution we present results obtained by electric
investigation of lithium phosphate glasses with different Li/P ratios
with compositions xLi2O · (1�x) P2O5 (x � 55, 57.5 mol %) and
oxynitride phosphate glass prepared through the thermal treatment
under ammonia atmosphere of the sample with initial composition
(x � 55 mol %).

2. Theoretical principles

Dielectric relaxation spectroscopy is a powerful technique for
the study of ion transport processes in fast ion conductive glasses.
In general, using this spectroscopy, we can study molecular and
ionic dynamics of charge carriers and dipoles [4], we can observe
different systems from gases to solid substance.

The central quantities in this context are the dielectric dis-
placement D and the electric field E, with the dielectric permittiv-
ity εr using the SI system being defined by

D � εrε0E � ε0E � χε0E � ε0E � P , (1)

where ε0 � 8.854	10�12 AsV�1m�1 is the permittivity of vacuum,
χ � εr � 1 is the susceptibility and P is the polarization. It has
been observed that the determining the imaginary part of the
complex dielectric constant (ε
) compared to the real part (ε�) play
a crucial role in the study of fundamental properties of investi-
gated materials [5], where ε�(ω) and ε
(ω) characterize the refrac-
tive and absorptive properties of the material, respectively. Using
the functions 
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ε*(ω) � ε�(ω) � jε
(ω), (2)

is common in practice for presenting dielectric relaxation data for
materials in which the motion of charges is dominated, where the
position ω0 � 1/τ0 of a peak in the loss component ε
(ω) outlines
a characteristic time scale of the orientational molecular mobility.
For ionically conducting glasses no equivalent feature in ε
(ω) is
found which immediately sets a time scale for ionic mobility [6].
In the ion-conducting materials the polarization and conduction
are, therefore, integrated into a single, continuous process. The
loss tangent defined by relation

tan δ(ω) � ε
(ω)/ε�(ω), (3)

can be also used for the relaxation spectroscopy that reflects the
basic features of the relaxation processes of mobile ions. This quan-
tity is related to the attenuation constant (or absorption coefficient)
of an electromagnetic wave propagating in a material. The activa-
tion energies of the relaxation processes can be estimated from the
plots of log f vs. 1/Tmax were Tmax can be found using the isochronal
peaks of tan δ(ω,T). These plots are straight lines in accordance
with Arrhenius equation

f � f0 exp (� Ea
tgδ(ω)/(kBTmax)), (4)

where f is the frequency of the applied electrical field, f0 is the pre-
exponential factor. Ea

tgδ is the activation energy associated to the
dielectric loss, kB is the Boltzmann constant.

The electrical conductivity σ of many solids including glasses,
polymers and crystals has been shown to consist of a frequency
independent and a strongly frequency dependent component [7].
Experimental data in a limited frequency region revealed that the
overall frequency dependence of σ or the so called “universal
dynamic response” (UDR) of ionic conductivity can be approxi-
mated by the following simple relation

σ(ω) � σdc � Aωs (5)

σdc � σ0 exp (� Ea
dc/(kBT)), (6)

where ω (�2πf) is the angular frequency of measurement. For
a typical ionic conductor containing moderate to high concentra-
tion of mobile ions, s � 0.5, and both σdc and A follow Arrhenius
type strong temperature dependencies. In Eq. 6 σ0 is the pre-expo-
nential factor, Ea

dc is the activation energy of the ion transport
through hopping processes which can be determined from the dc
measurements.

3. Experimental details

The lithium phosphate glasses with composition xLi2O · (1 � x)
P2O5 (x � 55, 57.5 mol %) were obtained by conventional melt-
quenching technique. Stoichiometric amounts of reagent grade raw
materials Li2CO3 (Aldrich, 99%) and (NH4)2HPO4 (Merck, 99%)
were weighed and mixed. The batches were calcined in porcelain

crucibles held in an electric furnace at a temperature up to 450 °C,
and then melted in a gas furnace (propane/air) during 1 h at tem-
peratures ranging from 800 °C to 1000 °C depending on composi-
tion. The compositions of the glasses are given by their molecular
formula as Li1.22PO3.11 and Li1.35PO3.18 for Li2O contents of 55
and 57.5 mol%, respectively [2].

The oxynitride lithium phosphate glasses were obtained through
ammonolysis of base glasses in an Al2O3 gas-tight tube furnace at
temperatures ranging from 600 °C to 750 °C and treatment times
of 3 h. Base glasses were placed in graphite moulds acting as indi-
vidual “crucibles” of 2 cm in diameter and 5 mm deep. The furnace
was heated up to the treatment temperature at a constant heating
rate of 10 K min−1 under N2 flow. In the present work three glass
compositions of prepared set of samples [2] are studied by dielec-
tric relaxation and conductivity spectroscopy: Li1.22PO3.11 (B),
Li1.35PO3.18 (C) and Li1.22PO2.80N0.21 (BN).

The real and imaginary parts of the complex dielectric permit-
tivities (ε�, ε
) and loss tangent (tan δ) were calculated from the
values obtained from the measurements in frequency ranges 50 Hz
– 1 MHz by FLUKE PM 6306 impedance analyzer.

The sample C was chosen as representative of investigated glass
system to present the experimental investigation by dielectric relax-
ation spectroscopy. The temperature dependence of both real and
imaginary part of relative dielectric function εr

*(ω,T) � εr�(ω,T) �
� jεr
(ω,T), for all sample were investigated.

4. Results

Three-dimensional (3D) plots of measured both real (εr�) and
imaginary part (εr
) of complex relative permittivity εr

* as a func-
tion of temperature and frequency are shown in 3D presentation
(in Figs. 1 and 2), respectively. From these pictures can be iden-

Fig. 1 Temperature and frequency dependence of real part of relative
permittivity in 3D form
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tify three district processes marked by I, II and III parts defined as
follows: 
(I) Low temperature processes,
(II) Mid temperature processes,
(III) High temperature processes.

(I) This process started over low temperature: 300 K and it can
be appreciated by looking at εr� at higher frequencies and
lower temperatures. 

(II) That process extends over mid temperature region (about
350 – 450 K) and over low to moderate frequencies. These
processes were observed for εr� and εr
, respectively. 

(III) High temperature process is significant at higher tempera-
tures (T � 500 K). Its amplitude increases rapidly with fre-
quency for both real and imaginary part. 

The better resolution is evident from Fig. 3, where the tem-
perature and frequency dependences of loss tangent tanδ (f, T) in

3D presentation can be seen. It is seen that in the frequency range
the only one broad peak was observed with maximum position
(tanδ (Τmax)) shifted to higher temperatures with increasing fre-
quency. Some differences can be seen in the temperature range at
high and low temperature (two peaks are visible). 

It is an established fact that the condition for observing a ma-
ximum in the dielectric losses is given by the relation 

ω0 τ0 � 1, (7)

where ω0 � 2πfmax (fmax is the frequency corresponding to the
maximum of tanδ (f)) and τ0 is the relaxation time. A maximum
can be observed when hopping or jumping frequency of ions
becomes approximately equal to the frequency of applied field.
The shift of maxima in temperature dependencies of the dielectric
loss tangent towards to high-frequency side could be due to high
values of hopping probability per unit time in the sample.

Typical dependences of real part of the complex permittivity
and conductivity at low temperature region (T � 295 K) are shown
in Fig. 4. 

Here we can see a considerable dependence of both quantities
on the frequency f of the applied electric field. Starting at low fre-
quencies, we found a large increase with decreasing frequency of
the dielectric constant εr�(f). It is supposed [8] that in the limit of
a dc field, it attains a plateau value. This phenomenon results from
the presence of so-called blocking (metallic) electrodes, which do
not permit transfer of mobile ions into the external measuring
circuit. At low frequencies, it was observed a short plateau in the
conductivity σ(0) [8]. This so-called dc conductivity represents the
long-range diffusion of ions as they hop from site to site through the
matrix. We observed a shoulder in the dielectric constant at low
frequency range that suggests an incipient polarization occurring
in this same frequency range. This polarization is understood to

Fig. 2 Temperature and frequency dependence of imaginary part of
relative permittivity in 3D form

Fig. 3 Temperature and frequency dependence of loss tangent 
in 3D form

Fig. 4 The measured real part of complex relative permittivity and
conductivity at low temperature region (T � 295 K)
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be associated with the growth and shrinkage of a dipole that occurs
during the hop. This growth and shrinkage is in many respects
similar to the rotational relaxation that occurs for a collection of
noninteracting permanent dipoles of dipole moment p.

On right side of Fig. 4 we can see a dramatic increase in σ(f)
and a leveling off in εr�(f). This leveling off of the dielectric constant
can occur because, in addition to the mean-squared displacement
of mobile ions, matrix contains atoms that have become elastically
polarized under the influence of the applied field. The conductivity
increases with increasing frequency in a roughly power-law mode.
In the high frequency region the data appear to approach a linear
dependence of frequency. 

It was established [9] that at low frequencies, the dc conduc-
tivity implies that the mean-squared displacement is linear and this
linear time dependence reflects the random diffusion of the ions
which migrate from site to site through the disorded matrix. The
time dependent mean-squared displacement was found in the clas-
sical random walk model of diffusion and is an identification of
uncorrelated motions. At higher frequencies the mean-squared
displacement becomes nonlinear and indicates that an ion motion
is nonrandom or temporally correlated.

The frequency dependence of the real part εr�(f) of the complex
relative permittivity for sample C measured at 295 K approaches
a constant value, εr�∞(f) at higher frequency, which probably results
from rapid polarization processes occurring in the glasses [10].
With decreasing frequency, εr�(f) increases significantly due to the
electrode polarization arising from space charge accumulation at
the glass–electrode interface and reaches a low-frequency plateau,
εr�s (static permittivity). This the low-frequency plateau (in mHz
frequency range) usually associated with the polarization effects of
the mobile ions. It was proposed [10, 11] that the strength of the
ionic relaxation determined as ∆εr� � εr�s � εr�∞ is the magnitude
of the permittivity change due to ionic relaxation.

Several other alternative interpretations of the frequency depen-
dences can be found [12]. For example, the electric modulus M*

is formally defined as the inverse of the complex permittivity

M *(ω) � 1/εr
*(ω) � εr�/(εr�

2 � εr

2) � jεr
/(εr�

2 � εr

2). (8)

Features of this equation are displayed in Fig. 5, where both
the real and imaginary parts of the modulus are plotted against
frequency for our investigated lithium phosphate glass at room
temperature. As we can see the real part of the modulus exhibits
a steplike increase with increasing frequency and the imaginary
part displays a peaked function. 

Complex impedance (Z* � Z� � jZ
) plots for sample C at
the temperatures T � 295 K is illustrated in Fig. 6. The Nyquist
plot consists of a depressed semicircle and a spike at the lower fre-
quencies suggesting electrode–electrolyte polarization. This plot was
fitted by using an equivalent circuit model of one RC couple in
parallel combination (representing the bulk resistance R and geo-
metric capacitance C) in series with one constant phase element

(CPE) (representing polarization at the electrode – electrolyte
interface) (in the insert of Fig. 6a).

The σdc at each temperature was calculated using the relation
σdc � d/(RA), where d is the thickness of the bulk glass piece and
A is the area of cross section of the glass piece. The d.c. conduc-

Fig. 5 The real and imaginary parts of the electric modulus 
for sample C at room temperature

Fig. 6 The impedance plots at temperature T � 295 K for sample C,
suitable equivalent circuit is shown inside (a). Plots of real (Re Z) and

imaginary (Im Z) part of impedance as function of frequency (b)

a)

b)
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tivity at 330 K is 2.6	10�7 S/cm which is an increase of one order
as compared to LiPO3 glass [13]. The value of d.c. conductivity
calculated at the room temperature (303 K) for sample C was about
4.3	10�8 S/cm.

A representative Arrhenius plot for sample C is shown in Fig.
7. The temperature dependencies of the d.c. conductivity indicate
two transport mechanisms with activation energies Ea1

dc � 0.55 eV
and Ea2

dc � 0.59 eV corresponding to the higher and lower tem-
peratures, respectively. (The activation energy of ionic conductivity
determined from another measurements for the LiPON thin film
was 0.57 eV [14, 15].)

The position of the break on the dc conductivity curves (Fig.
7) can imply association process [16]. 

Plotting the frequency of a.c. electric field in logarithmic scale
as a function of corresponding inverse temperature of maximum
of loss tangent angle (Arrhenius plot), we can then obtain a value
of Ea1

tgδ � 0.52 eV and Ea2
tgδ � 0.62 eV for activation energy of the

dielectric losses.

The set of the frequency dependencies of a.c. conductivity mea-
sured at various temperatures (conductivity spectra) is illustrated
for the glass sample C in Fig. 8. The obtained a.c. conductivity mea-
surements correspond to the complete conductivity spectra of glassy
samples. However, because of limited frequency range only two
regimes (II and III) of the whole conductivity spectra [17] repre-
sented by a different slope of individual curves could be recognized,
moreover the regime II only at low temperatures. The low frequency
part in regime III and the dispersive regime II are due to the hopping
motion of the mobile ions and can be obviously explained in terms
of a jump relaxation model considering several kinds of sites. The
slope of the brakes in the ac conductivity spectra indicates another
transport hopping process. The jump from one value of the ac con-

ductivity to another was registered at higher temperatures and
lower frequencies, characterizing the transition between two kinds
of hopping processes. The activation energies calculated from the
Arrhenius plots of d.c. conductivity and dielectric measurements
for all investigated glasses are summarized in Table 1.

Comparing the activation energies obtained from the conduc-
tivity and dielectric measurements the relation between d.c. con-
ductivity and activation energy of dominant peak is evident, that
means the decrease of activation energy with increasing conduc-
tivity.

5. Discussion

The both dielectric and conductivity spectra of investigated
LiPON glasses suggest two main relaxation and/or transport mech-
anisms that are also in good agreement with previous investigation
by acoustic spectroscopy [18]. The FTIR spectra of the LiPO3

glasses of the system 50Li2O · 50P2O5 [1] show characteristic peaks
corresponding to different vibration modes of the PO4 tetrahedra
(ν(PO4)

3�
sym and ν(PO4)

3�
asym) as well as those of the P-O-P bonds

(ν(P-O-P)sym, ν(P-O-P)asym and δ(P-O-P)) and the PO2� groups

Fig. 7 Temperature dependence of d.c. conductivity 

Fig. 8 Representative results obtained from a.c. electrical conductivity
measurements for the glass sample Li1.35PO3.18 (C)

Summarized d.c. conductivities and activation energies Table 1. 
calculated from Arrhenius plots (ΔEa � � 0.01 eV).

Glass
sample

d.c. a.c.

σdc [S/cm]
(T�330K)

Ea1
dc

[eV]
Ea2

dc

[eV]
Ea1

tg δ

[eV]
Ea2

tg δ

[eV]

B 1.5	10�7 0.56 0.61 0.51 0.67

BN 2.2	10�7 0.54 0.60 0.52 0.64

C 2.6	10�7 0.55 0.59 0.52 0.62
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(ν(PO2)
�

sym and ν(PO2)
�

asym). Using Nuclear Magnetic Resonance
it has been found [2] that the oxide glasses marked B, C (nitro-
gen-free) are composed of the PO4 groups of Q2 – type (metaphos-
phate composition with two bridging oxygen atoms bonded to
neighboring phosphorous atoms, cyclic anions of exact (PO3

�)n)
and Q1 structural units (pyrophosphate composition with one bridg-
ing oxygen atom bonded to neighboring phosphorous atom, P2O7

4�

groups). Furthermore, the oxynitride glass marked BN contains
also other groups: PO3N and PO2N2, which result from nitrogen/
oxygen substitution [19]. These groups increase the cross-linking
density giving rise to a notable modification of the glass properties.
A higher cross-linking density introduced by the nitrogen atoms
should facilitate the lithium transfer between phosphate chains and
the higher amount of non-bridging oxygen (NBO) generated by
nitridation could increase the number of hopping positions avail-
able for Li� ions, creating conduction paths with lower activation
energy.

The two main activated processes found from Arrhenius plots
of d.c. conductivity and dielectric loss angle tangent maxima might
be related to different structural units: Lithium ions bonded to
non-bridging oxygen atoms present in Q2 metaphosphate units
and Q1 pyrophosphate. From comparison with the IR spectra of
LiPON glasses we can draw the assumption that all samples contain
dimeric diphosphate oxoanions P2O7

4� and (PO3
�)n phosphate

chain groups as the dominant structure elements of the glass. The
local electric field around the dimeric diphosphate oxoanions
P2O7

4� is stronger than the local electric field around the phos-
phate chain groups (PO3

�)n because the triphosphate anions
have a smaller negative electric charge on the non-bridging oxygen
as diphosphate anion atoms. This causes the electrostatic interac-
tions between the mobile Li� ions and the diphosphate anions to
be stronger than those between the Li� ions and the phosphate
chain groups. Thus we can suppose that the relaxation processes
with bigger activation energies can be connected with diphosphate
anions and the processes with smaller energies can be connected
with the low condensed triphosphate anions as well as some other
polymeric structural units.

The effect of nitrogen on conductivity can be explained by the
higher cross-linking density introduced by the nitrogen atoms, which
should facilitate the lithium transfer between the phosphate chains.
The higher amount of the non-bridging oxygen atoms generated
by the nitridation could increase the number of hopping positions
available for the Li� ions thus creating conduction paths with
lower activation energy and the rise of the electrical conductivity
as a consequence of this [2].

However, some differences can be caused by the different
relaxation mechanisms connected with the ion hopping transport
in a.c. and d.c. electric field [20].

6. Conclusion

The experimental investigation of the lithium phosphate and
oxynitride phosphate glasses proved that the electrical conductiv-
ity and dielectric relaxation spectroscopy can be useful techniques
for the study of relaxation processes and transport mechanisms in
the Li� ion conductive glasses. Two main kinds of sites responsible
for the ionic hopping motion were discovered and described. It
was also verified that the nitridation increases the amount of the
NBO atoms and the cross-linking density which increases the elec-
trical conductivity of the oxynitride phosphate glasses and decreases
the activation energy of conductivity.
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1. Introduction

Nowadays, an intensive research is conducted worldwide, aimed
at the possibilities of recycling plastic materials, because in a lot
of applications it may well replace the new ones. The necessary
prerequisite of this reprocessing is a high-quality separation of par-
ticular kinds of plastics preliminarily ground into small sphere-
shaped particles. One of the advanced techniques of separation of
these particles is based on the triboelectric effect [1–3]. It is known
that when electrically non-conducting particles of two different
levels come into contact with electric charge, one of them becomes
more positive (or negative) with respect to another one. And when
such charged particles get into electric field, their movement is
then mainly affected by the charge that they carry. 

More accurately, the trajectories of the charged particles moving
in electric field are influenced by the Coulomb force exerted on it
by this field, gravity and drag aerodynamic forces. And these tra-
jectories predetermine their impact points, in other words, the
places where they fall down. It is clear from Fig. 1 showing a typical
separator of this kind.

The separator consists of two electrodes, one of them being
grounded. The voltage of the other electrode is used to be on the
order of tens kV. The electrodes may be covered by Teflon or
another insulating material that prevents recharging of the parti-
cles in case of the direct impact with them. The mixture of charged
particles is delivered by the feeder. At the bottom of the device
there are several recycle bins used for accumulating of particular
levels of plastics. One of the principal demands is to tune the shape
of the electrodes and widths of the bins so that the particles of dif-
ferent levels should fall down exactly to the corresponding bin.

The problems of mapping electric field within the separator
and trajectories of particles of plastics were dealt with by several
authors (see, for example, [4–5]). Their approach, however, was
based on low-order mapping techniques. The problem of the shape
optimization of both electrodes (and also bins) was solved rather
by a comparison of several different arrangements, without apply-
ing direct optimization techniques.

The paper represents an organic continuation of recent study
[6] aimed at the shape optimization of the electrodes that was
carried out using the conjugate gradient method. With respect to
the discontinuousness of both functionals the method turned out
to be rather disadvantageous for this application. Based on the
results described in this paper we changed the formulation of the
task in the sense of an appropriate change of both functionals and
description of the shapes of the electrodes.

SEPARATION OF PLASTIC PARTICLES IN ELECTROSTATIC
FIELD PRODUCED BY ELECTRODES OF OPTIMIZED SHAPE
SEPARATION OF PLASTIC PARTICLES IN ELECTROSTATIC
FIELD PRODUCED BY ELECTRODES OF OPTIMIZED SHAPE

Frantisek Mach – Pavel Kus – Pavel Karban – Ivo Dolezel *

Shape optimization of electrodes for the device for electrostatic separation of triboelectrically charged plastic particles is carried out. The
objective function maximizes the efficiency of separation consisting in the highest possible number of particles falling down to the prescribed
bins. Electric field in the system is solved numerically, using the fully adaptive higher-order finite element method. The movement of particles
in the device influenced by the Coulomb force is determined by means of an adaptive Runge-Kutta-Fehlberg method with a time varying time
step. The shape optimization is carried out using a technique based on genetic algorithms. The methodology is illustrated by an example whose
results are discussed.
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Fig. 1 Scheme of a typical separator
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2. Formulation of the problem

Let us start with a possible basic arrangement depicted in Fig.
2 (its principal dimensions being given in mm). The particles of
plastics of charge Q and initial velocity v0 get to the space between
two electrodes, one of them being grounded. There they are deflected
according to their charge and fall down into the recycle bins
(presently, we neglect the Coulomb forces acting among the par-
ticles, so that their movement is driven mainly by the external
electric field). The first task is to find their trajectories and evalu-
ate the effectiveness of separation in this basic arrangement.

The second step is the optimization of the shape of the elec-
trodes. Their basic shape is characterized by an efficiency defined
as a ratio of particles of the given type that fall down to the cor-
responding bin versus the total number of particles of this kind.
And the aim of this optimization is to increase this ratio on the
highest value possible.

3. Continuous mathematical model

Electric field in the working space of the separator is described
by the equation for the electric potential ϕ (see [7–8])

div(ε grad ϕ) � 0 , (1)

where ε is the dielectric permittivity. The boundary conditions are
given by the known values of the electric potential on the elec-
trodes and the Neumann condition along the artificial boundary
placed at a sufficiently distance from the device.

The movement of the particle obeys the equations for its
velocity v and trajectory s in the forms

,  , (2)

where Fe is the Coulomb force acting on the particle. This force is
given by the relation

v
dt
ds

=m
dt
dv F F Fe a g= + +

Fe � QE � � grad ϕ , (3)

where E denotes the local value of the electric field strength. 

Symbol Fa represents the aerodynamic resistance that is given
by the formula

, (4)

c being the friction coefficient (depending on geometry of the par-
ticle), ρ denotes the density of ambient air, S is the characteristic
surface of the particle and v stands for the module of its velocity.
Finally,

Fg � mg , (5)

where m denotes the mass of the particle and g is the gravitational
acceleration.

The corresponding initial conditions read 

v(0) � v0 ,  s(0) � s0 (6)

where s0 is the entry position of the particle in the separator. Equa-
tion (2) is strongly nonlinear due to the first and second terms on
the right-hand side.

4. Numerical solution

The above model (equations (1) and (2)) was solved numeri-
cally. For the field computations (1) we used our own code Agros2D
[9], which is a powerful user’s interface serving for pre-processing
and post-processing of the problems solved. The code collabo-
rates with the library Hermes [10] containing the most advanced
algorithms for a fully adaptive solution of systems of generally non-
linear and nonstationary second-order partial differential equations
(PDEs) based on the finite element method of higher order of
accuracy.

Both codes written in C++ are freely distributable under the
GNU General Public License. The most important and in some
cases quite unique features of the codes follow:
� Solution of the system of PDEs is carried out monolithically,

which means that the resultant numerical scheme is character-
ized by just one stiffness matrix. The PDEs are first rewritten
into the weak forms whose numerical integration provides its
coefficients. The integration is performed using the Gauss quad-
rature formulas.

� Fully automatic hp-adaptivity. When adaptivity is required, in
every iteration step the solution is compared with the reference
solution (realized on an approximately twice finer mesh), and the
distribution of error is then used for selection of candidates for
adaptivity. Based on sophisticated and subtle algorithms the adap-
tivity is realized either by a subdivision of the candidate element
(h-adaptivity), by its description by a polynomial of a higher

F v cSv
2

1
a t=-

Fig. 2 Basic scheme of the separator (dimensions in mm)
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order (p-adaptivity), or by a combination of both above options
(hp-adaptivity).

� Each physical field can be solved on quite a different mesh that
best corresponds to its particulars. This is of great importance,
for instance, for respecting skin effect in the magnetic field,
while the temperature field is usually smooth. Special powerful
higher-order techniques of mapping are then used to avoid any
numerical errors in the process of assembly of the stiffness matrix.

� In nonstationary processes every mesh can change in time, in
accordance with the real evolution of the corresponding physi-
cal quantities.

� Easy treatment of the hanging nodes appearing on the bound-
aries of subdomains whose elements have to be refined. Usually,
these nodes bring about a considerable increase of the number
of the degrees of freedom (DOFs). The code contains higher-
order algorithms for respecting these nodes without any need of
an additional refinement of the external parts neighboring with
the refined subdomain.

� Curved elements able to replace curvilinear parts of any bound-
ary by a system of circular or elliptic arcs. These elements mostly
allow reaching highly accurate results near the curvilinear bound-
aries with very low numbers of the DOFs.

The movement of the particles affected by electric field, gravity
and drag aerodynamic resistance is modeled by an adaptive Runge-
Kutta-Fehlberg method with a time-varying time step.

5. Illustrative example

Two kinds of particles were considered for the computations:
polyethylentereftalate (PET) with positive charges and polyvinyl-
chloride (PVC) with negative charges. Their charges and dimen-
sions obey the normal distribution with parameters in Table 1.
Their numbers n � 250 for each kind of material. The voltage
between the electrodes was U � 30 kV.

Symbol μ denotes the median and σ is the variance.

For example, Figs. 3, 4 and 5 show the distributions of the
radii and charges of the PET and PVC particles.

As the particles enter the separator in different places between
the electrodes, Fig. 6 shows the distribution of their initial posi-
tions.

The goal of this work is not only to calculate the electric field
in the device and use it to find a trajectory of the particles, but also

to find such a design of the electrodes that the number of well-
placed particles is maximized. To achieve this, both electrodes are
divided into several segments. By changing relative angles of the
neighboring segments, different shapes of electrodes may be
obtained. The objective functional of the optimization is the ratio
of correctly placed particles, which should be maximized. According
to a discrete nature of the objective functional, it is not possible
to use any gradient-based optimization algorithm, which might be
the first choice otherwise. We used approach based on genetic
algorithms instead. The vector containing angles of segments serves
as a “genome”. An initial population of such genomes representing
different designs is created. Then the operators of mutation and
crossover are applied and designs with highest values of the objec-
tive functional are selected to the next generation. After sufficient
number of iterations, the best design is selected as a product of
the optimization.

Selected parameters of the particles Table 1 

Type
Density Radius Charge

(ρ kg/m3) μ (mm) σ (mm) μ (C) σ (C)

PET 1330 2 0.25 �0.25E�9 0.8E–10

PVC 1370 2 0.25 �0.5E�9 0.8E–10

Fig. 3 Distribution of radii of the PET and PVC particles

Fig. 4 Distribution of charges of the PET particles

Fig. 5 Distribution of charges of the PVC particles
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More specifically, we tested two different functionals F and G
with thirteen variable parameters. Every electrode was divided into
four segments (three of them forming the electrode itself, the fourth
one without voltage representing a barrier, see Fig. 7).

The border points are denoted by letters A1, B1, C1, A2, B2 and
C2. These points can move in both directions within a prescribed
range, which represents twelve variable parameters. The last para-
meter defines the place of the central bin and is given by the dis-
tance of the center of this bin from the center of the separator 

The functional F describes how many particles fall into the
correct bin, while the functional  gives the sum of the average dis-
tances of the PET and PVC particles from the desired points
(centers) of the corresponding bins.

The convergence of the algorithm was in every step evaluated
from the best results obtained for both functionals (Fmax , Gmin). Its
evolution is shown in Fig. 8. We can see there seemingly steady
states (for example, in case of Fmax between the sixth and tenth
populations) caused by the effort of the algorithm to fill in the
vacancies in the Pareto front. About 22 populations seem to be
enough for obtaining the steady state.

Figure 9 shows particular populations and their influence on
both functionals. A detail of the front part is shown in Fig. 10.

The shape of the electrodes obtained after thirty populations
is (for the variant of Fmax) depicted in Figs. 11 and 12 in common
with trajectories of typical sets of the PET and PVC particles. In
the entering part of the working chamber the particles are very
close to both electrodes and the Coulomb forces acting on them
reach the highest values. For the optimized variant, this fact is,
moreover, supported by their shape. The vectors of electric force
are here almost perpendicular to the trajectories of individual par-
ticles.

Fig. 6 Distribution of the initial positions of particular particles Fig. 8 Convergence of the functional s F and G

Fig. 9 Evolution of both functionals F and G with populations

Fig. 7 Points A1 , …, C2 on the electrodes whose positions 
are to be optimized Fig. 10 Detail of the front part of Fig. 9
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With respect to a considerable difference in the charge of both
types of particles (the charge of the PVC particles is almost twice
as high as the charge of the PET particles), the shapes of both
electrodes differ substantially. The source electrode acting on the
PVC particles is turned out of the working chamber. On the other
hand, the grounded electrode is bent inward the working chamber.
In this way, the change of the distance of both electrodes from the
axis of the chamber leads to the balance of their forces on partic-
ular trajectories of the particles.

6. Conclusion

A triboelectric separator of plastic particles was modeled and
optimized. First, we proposed a device with symmetrically arranged
electrodes, mapped the distribution of electric field it and investi-
gated the trajectories of the particular levels of plastics. The grains

of plastics were characterized by the normal distributions of both
charges and dimensions. The efficiency of separation (evaluated
from the viewpoint of the number of particles that fell down into
the correct bins) was, however, low and did not exceed 47 %. 

The second step was, therefore, to optimize the shapes of both
electrodes in order to enlarge this quantity. After a thorough testing
we suggested two objective functions to be extremized, which was
realized by a suitable genetic algorithm. The modified shape of the
electrodes leads to the increase of efficiency to 55.4 %.
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1. Introduction

Thanks to new PM materials with high energy product, such
as NdFeB the synchronous motor with PM (PMSM) can be a very
good choice for many industrial applications. Nowadays (2012) the
cost of this type of PM has enormously increased. This situation
forces the electric machine producers to restrict the PMSM
production or to look for other PM materials such as Alnico alloys
or ferrites, the main properties of which are shown in Table 1.

It is interesting to compare properties of motors with various
kinds of PM materials.

In [3] the authors investigated two PMSMs. One is with
ferrite magnets and another is with NdFeB magnets. Both of them
are interior type so the PMs are totally embedded in rotor. The
authors did complete analysis of parameters, losses and efficiencies
of both motors. The efficiency of a ferrite motor was about 1 %
lower than in a motor with NdFeB if the volume of ferrites was
five times higher than the volume of NdFeB.

In [4] the authors presented two PMSMs. One is with SmCo
magnets and another is with ferrites. The efficiency of the ferrite
motor was by 0.5 % lower at the same output power. The weight
of ferrites increased 2.5 times in comparison with SmCo. 

In [5] the authors presented PMSM with ferrites and with
damper winding. The authors compare their machine with another
at the constant PM volume. PMSM with ferrites shows 4 %
improvement in efficiency. 

This paper deals with synchronous motors with two kinds of
PM materials. First, the original PMSM with NdFeB is presented
(motor A). Second, the NdFeB is replaced by ferrite in the original
PMSM construction (motor B), see Fig. 1. Third, the new design
of PMSM with ferrites is presented (motor C), see Fig. 2. All
three motors are investigated with regard to efficiency and thermal
behavior.

2. PMSMS configurations and parameters

Permanent magnets of Motor A and B are totally immersed
in rotor, which means they are interior type of the PMSM. Motor
C has surface mounted magnets which provides higher magnetic
flux density into the air gap. The aim was to achieve the same
output power as in the case of Motor A. The parameters and
dimensions of all three motors are in Table 2. 

The motor C has bigger dimensions and PMs volume due to
lower energy product of ferrite PMs. The parameters of PM materials
used in the investigation of all motors are presented in Table 3.

LOSSES, EFFICIENCY AND THERMAL BEHAVIOR OF THE
SYNCHRONOUS MOTORS WITH DIFFERENT PM MATERIALS
LOSSES, EFFICIENCY AND THERMAL BEHAVIOR OF THE
SYNCHRONOUS MOTORS WITH DIFFERENT PM MATERIALS

Peter Sekerak – Valeria Hrabovcova – Matus Onufer – Pavol Rafajdus – Lukas Kalamen *

The paper deals with losses, efficiency and thermal behavior of the synchronous machines with different permanent magnet (PM) mate-
rials. Three PMSM are presented in this paper: First, the PMSM with NdFeB PM, which is really constructed. Second, the NdFeB was replaced
by ferrites PM. Third, the new design of synchronous motor with ferrites is presented. The volume of PM and the whole size are increased to
keep the same power output. Equivalent circuit parameters, EMF, V-curves, losses, efficiency and thermal behavior of all three machines are
investigated and compared.
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PM materials properties [1] and [2] Table 1. 

BHmax (kJm�3) Br (T) Hc (kAm�1) ρPM (Ωcm)

NdFeB 220 – 500 0.97 – 1.45 740 – 1000 100 – 200·10�6

SmCo 120 – 240 0.85 – 1.1 620 – 840 86·10�6

Ferrite 7 – 42 0.2 – 0.48 120 – 360 106

Alnico 10 – 35 0.6 – 1.16 40 – 120 47 – 68·10�6
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On the basis of analytical calculations and FEM simulations
[6] the parameters of all three models were investigated. The
parameters such as stator resistance Rs, stator leakage inductance
Lσ , magnetizing inductance in d and q axis Lμd , Lμq and flux
linkage established by PMs ψPM are shown in Table 4.

3. PMSM properties

First, the PM electromotive force EPM is studied. Its value has
significant influence on all properties. Then the V –curves were
investigated. They show an optimal operating point with minimal

current and, consequently, with minimal value of Joule losses. Also
thermal behavior of all motors was searched. 

A. EPM

EPM is a very important parameter for PMSM operation. The
ratio of the stator phase voltage Usph over EPM is defined. A very

Fig. 1 Cross section area of a quarter of Motor A,B

Fig. 2 a) Cross section area of a quarter of Motor C b) detail 
of PM shape

a)

b)

Parameters and dimension of Motor A, B and C Table 2.

* at Motor B it is power at rated current

PM materials properties [1] and [2] Table 3.

PMSM parameters Table 4.

Parameter Motor A Motor B Motor C

PM material NdFeB ferrite ferrite

Stator phase voltage 230 V 230 V 230 V

Frequency 36 Hz 36 Hz 36 Hz

Pole pairs 6 6 6

Rated power 2 kW 0.5 kW* 2 kW

Outer rotor diameter 0.146 m 0.146 m 0.19 m

Outer stator diameter 0.22 m 0.22 m 0.288 m

Iron stack length 0.14 m 0.14 m 0.12 m

Permanent magnet width 4 mm 4 mm 15 mm

Permanent magnet length 32 mm 32 mm 36.6 mm

PMs volume 215 cm3 215 cm3 794 cm3

Stator winding turns 420 420 840

Stator slots 48 48 45

Slots per pole 4 4 3.75

Slots per pole per phase 1.33 1.33 1.25

NdFeB

Br Hc BHmax

1.15 T 860 kAm�1 240 kJm�3

Ferrite

Br Hc BHmax

0.45 T 340 kAm�1 40 kJm�3

Motor A Motor B Motor C

Rs 3.93 Ω 3.93 Ω 6.047 Ω

Lσ 0.0289 H 0.0289 H 0.0933

Lμd 0.025 H 0.025 H 0.0297 H

Lμq 0.078 H 0.078 H 0.0297 H

ψPM 0.828 Vs 0.2 Vs 1.325 Vs

EPM 132.5 V 34 V 211 V

Usph/EPM 1.73 6.76 1.09
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high ratio of the Usph/EPM means a big difference between the
induced and terminal voltage which results in a high stator current
Ias � (Usph � EPM)/Xd . This is a base for high Joule losses.

The waveform of the air gap magnetic flux densities Bδ of
Motors A, B and C are depicted in Figs. 3 a, b, c. Note a great
difference in Bδ values of Motor B and its low fundamental
harmonic in Fig. 4 where the Fourier series of Bδ of all the motors
are shown. 

The induced voltage EPM created in the stator winding by PM
can be calculated for each ν harmonic component by the formula

,  (1)

where fν is the frequency, N is the number of stator winding turns,
kwν is its winding factor and φν is the magnetic flux calculated by

E f Nk2PM wr z=o o o o

, (2)

where lFe is the iron stack length, τp is the pole pitch.

Fig. 5a shows the simulated induced phase voltage of Motor
A gained by means of FEM and calculated by the sum of EPMν (1).
In Fig. 5b is shown a real measured waveform of phase voltage of
Motor A taken by an oscilloscope. The coincidence of measured and
simulated waveforms is very good. This means that this procedure is
applicable for Motors B and C. The RMS value of EPM of Motor
A is 132.5 V, Table 4. Ratio Usph/EPM is 1.73 at Usph � 230 V.

B l2 p

Fez
r o

x
=o do

Fig. 3 Air-gap magnetic flux density of a) Motor A b) Motor B 
c) Motor C versus the whole air gap periphery (12 poles)

Fig. 5 EPM waveform of Motor A a) simulated by means of FEM 
and calculated by (1), b) measured

Fig. 4 Fourier series of air gap magnetic flux densities 
of Motors A, B and C

a)

a)

a)

b)

c)
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The simulated EPM of Motor B is shown in Fig. 6.

The simulated EPM of Motor C is shown in Fig. 7.

The RMS value of induced voltage EPM of Motor B is EPMrms �
� 34 V, see Table IV. This value gives the ratio Usph/EPM � 6.76
at Usph � 230 V. In comparison with Motors A and C is this value
enormously low because of its very low remanent magnetic flux
density. Motor C gives EPMrms � 211 V, see Table 4. The ratio
Usph/EPM is 1.09 at Usph � 230 V. This ratio is very close to
theoretically recommended Usph/EPM � 1.11. These values and
motors parameters will be put into the simulation model to
determine their properties.

B. V – curves
The V – curves in the case of PM excitation, which is constant,

can be plotted as stator current Ias versus ratio of Usph/EPM at
different loads. Fig. 8 shows V – curves of Motor A. The simulations
were verified by experiments. The stator voltage was changed from
230 V to 150 V which represents ratio Usph/EPM from 1.73 to 1.13
respectively. The motor was loaded from 1 kW to 2.5 kW. The
results of simulation and experiments are in good coincidence.

V – curves show the optimal operational point in their minimum.
Also the minimal current Ias and corresponding ratio Usph/EPM at
the given power can be seen. 

Fig. 9 shows V – curves of Motor B. Motor B was loaded, in
simulation only, by loads 0.5 kW, 1 kW, 1.5 kW, 2 kW and 2.5 kW.
The stator voltage was changed from 230 V to 116 V which means
ratio Usph/EPM from 6.8 to 3.4 respectively. As it is seen from Fig.
9 Motor B can provide 2 kW, but in comparison with other two
motors mentioned above the stator current Ias is very high (around
10 A). The ratio Usph/EPM is very high and it doesn’t meet the
requirement for optimal ratio Usph/EPM � 1.11 [7]. A solution
could be its operation at lower stator terminal voltage to achieve
a ratio of Usph/EPM closer to 1.11. In that case for EPM � 34 V the
Usph should be around 38 V. This would result in power around 50
W. It means that Motor B cannot operate satisfactorily in the
required range of powers and stator voltage. 

The V – curves of Motor C are shown in Fig. 10. The stator
voltage was changed from 266 V to 175 V, which represents the
ratio Usph/EPM from 1.26 to 0.82, respectively. At 2 kW, the

Fig. 6 EPM waveform of Motor B – simulated by means of FEM

Fig. 8 V – curves of Motor A at frequency 36 Hz. Lines represent
simulated data, circles measured data

Fig. 9 V – curves of Motor B at frequency 36 Hz

Fig. 7 EPM waveform of Motor C – simulated by means of FEM
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minimum of stator current 3.15 A is achieved at Usph/EPM � 1.16
which is very close to the recommended value 1.11.

C. Losses
Losses were investigated in all three motors. The next types of

losses were taken into account:
� Joule losses ΔPJ
� Iron losses ΔPiron
� PM losses ΔPPM
� Mechanical losses ΔPmech
� Additional losses ΔPad

The Joule losses are calculated by:

ΔPJ � 3Rsph I
2
as (3)

where Rsph is the phase resistance at 75 °C.

Iron losses in n-th element (element means tooth, yoke, etc.)
were calculated by the following formula [7]:

(4)

where p10 � 3.1 Wkg�1 is the iron loss per unit of mass at magnetic
flux density B � 1 T, Bmax,n is the amplitude of magnetic flux
density in n-th element of the machine and miron,n is its mass. The
investigation of magnetic flux densities was done by means of FEM.

The amplitude of magnetic flux density Bmax,n has two com-
ponents, tangential and normal as can be seen in Fig. 11.

(5)

The waveforms of tangential and normal components of the
magnetic flux density versus electrical angle of the stator inner
periphery of Motor A at the output power 2 kW and optimal
Usph/EPM � 1.27 is shown in Figs. 12a,b. These values are taken
from Fig. 1, point X1, in the stator yoke, and X2, in the stator tooth. 

B B B, , , , ,max max tan maxn n n norm
2 2= +
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Fig. 10 V – curves of Motor C at frequency 36 Hz

Fig. 11 Cross section PMSM with marked normal and tangential
components of the magnetic flux density

a)

b)

Fig. 12 The tangencial and normal components of magnetic flux
density in a) stator yoke, 

b) stator tooth of Motor A at rated load and optimal Usph /EPM � 1.27

Fig. 13 The iron losses of Motor A versus stator voltage at 500 rpm.
The line represents simulated data, circles experimental data
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On the basis of (4) and (5) the iron losses were calculated and
compared with the experimental data, see Fig. 13. 

The experimental data were gained by measurements where
the input phase stator voltage was gradually changed (see Fig. 13)
and current, input power, output power and temperature were
measured. The total input power is expressed as:

Pin � Pout � ΔPjs � ΔPiron � ΔPad � ΔPPM � ΔPmech �

� Pout � ΔP (6)

It is clear that to evaluate together the ΔPiron � ΔPad from the
ΔP, it is necessary to subtract the components of ΔPjs , ΔPPM, and
ΔPmech. Joule losses ΔPjs were corrected by temperature to involve
the changing of the stator resistance. The mechanical losses ΔPmech �
� 51 W at 500 rpm were determined by special measurement.
Losses in PM were finally neglected, see (7), (8). This approach
was accepted in simulation as well as in measurement evaluation.
The measurement was carried out at sinusoidal voltage and
frequency of 50 Hz.

The simulated iron losses as a function of stator phase voltage
of Motor B and C are shown in Fig. 14.

The PM losses were calculated on the base of Ruoho at al.
[8], where the next expression is given:

(7)

The wPM is the PM width, ρ � 150·10�6 Ωcm is the resistivity
of the NdFeB PM and BPM is a magnitude of B pulsation in
permanent magnet. If the PM volume VPM is substituted by
wPMlPMhPM , it is seen that eddy current loss in PM depends on the
3rd power of the PM width. This model neglects the eddy current
loss on the edge of the magnets. If this kind of the eddy current
loss should be taken into account than the next formula must be
used: 

(8)

where lPM is the PM length in the axial direction and hPM is the PM
height in the radial direction.
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The PM loss was investigated by simulation by means of 2D
FEM, [9]. The dashed red line on the PM surface represents the
place where magnetic flux density was investigated, see Fig. 15.

The 2D FEM model represented the no–load condition in
a generating mode. In this mode the influence of the stator slots
could be seen on the magnetic flux density taken on the PM surface.
However, this phenomenon is clear only in the case of the surface
mounted PM. In the investigated motor the PMs are immersed in
the rotor body and no influence of the stator slots can be observed.
This is clearly seen in Fig. 16 where the smooth waveform of the
magnetic flux density on the PM surface along the PM width is
presented. 

In the next step the simulation of the loaded motoring condition
at rated 53 Nm was carried out. The profile of the air gap magnetic
flux density along the rotor periphery, where the influence of the
stator slots can be seen, is in Fig. 17a, the profile of the magnetic
flux density investigated on the PM surface, if the PMSM is loaded,
is in Fig. 17b. It is seen that the waveform is distorted by armature
reaction in comparison with no load condition (Fig. 16).

The waveform of the BPM from Fig. 17b was kept constant
which means no variation in time and as a consequence no eddy
currents in the PM. It means that the immerse PMs in the rotor

Fig. 14 The simulated iron losses of Motors B an C

Fig. 15 FEM model for investigation of magnetic flux density on the
PM surface (see dashed red line)

Fig. 16 The waveform of the magnetic flux density on the PM surface
versus PM width in generating no–load condition (Motor A)
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body are shielded by a layer of iron over them and protected
against the influence of the stator slotting. Therefore, no eddy
currents in PMs can be observed in this case and the losses in the
PMs can be neglected. 

In motor C where ferrites are employed and they are mounted
on the surface of the rotor, the PM losses can be also neglected
but due to another reason.

The ferrites have very high resistivity, 106 Ωcm, see Table 1,
which is much more higher than in NdFeB PMs. This fact
considerably affects their operational performances in a positive
way.

Mechanical losses were measured and calculated by empirical
formulas by [7]. For Motors A and B the ΔPmech is 36 W and for
Motor C ΔPmech is 40 W at 360 rpm. 

D. Efficiency
The operation at the optimal stator current will result in lower

winding losses and higher efficiency. The comparison of all three
motor types can be done on the base of Figs. 18, 19 and 20.

Efficiency was calculated by a well known formula:

(9).P
P

P P P P P
P
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out

out js iron

out

ad mech

h
D D D D

= =
+ + + +

Motor A was simulated and really measured, Motors B and C
were investigated by simulations only. Fig. 18 shows the efficiency
of Motor A at different loads. Into the simulations the Joule losses,
iron losses simulated by 2D FEM models and the mechanical
losses were introduced. 

The maximal efficiency of Motor A η � 86.5 % at rated load
was achieved at ratio Usph/EPM � 1.33, see Fig. 18. 

Fig. 19 shows the efficiency of Motor B at different loads, Fig.
20 the Motor C.

Motors A and C, see Figs. 18 and 20, provide good efficiency.
The efficiency of motor B (Fig. 19) is very low, which doesn’t
match the requirements of high efficiency industrial applications.
If the design of the PMSM with ferrites is changed appropriately
as it was done in motor C, the efficiency is comparable with the
PMSM with NdFeB magnets: the maximal efficiency of motor C
is η � 87.5 % at ratio Usph/EPM � 1.16.

E. Thermal behavior
An investigation of thermal behavior of electric motors is very

important because of PM and insulation of the stator winding.
The stator winding insulation has a temperature limit of 155 °C
which belongs to thermal class F. The NdFeB PM have maximal
allowed working temperature around 120 °C. In order not to
exceed it, the thermal measurement and thermal simulation was
carried out by means of a thermal equivalent circuit and equation

a)

b)

Fig. 17 Magnetic flux density versus air gap periphery: 
a) in the air gap of the PMSM, b) on the surface of the immersed PM

if PMSM was loaded by the rated torque 53 Nm

Fig. 18 The efficiency of Motor A, Lines represent simulated data,
circles represent measurements

Fig. 19 Efficiency of Motor B
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system by means of Matlab. In Motor A the simulations were
confirmed by the experiments. The temperature curves are plotted
in Fig. 21. The experiments and simulations were performed for
the rated load 2 kW and for two values of the stator voltages. At
the rated stator voltage 230 V the temperature exceeds the allowed
values of 155 °C (class F) in the stator winding as well as 120 °C
in PM. Then such stator voltage, at which the stator current is the
smallest one (Ias � 4.9 A), see Fig. 8, was applied. The ratio is
Usph/EPM � 1.27, which gives Usph � 180 V. In this operating point

the Joule losses should be the smallest and also temperature is the
smallest but it is close to the temperature limit (see Figs. 21 c, d).

The Motor C operates at the rated load 2 kW very close to the
optimal smallest stator current. At this point the Usph/EPM is 1.09,
which means Usph � 230 V. The simulation was carried out in this
operating point, see Fig. 22.

The Fig. 22 shows that motor C works at rated stator voltage
and rated load in safe temperature limits and there is no risk of its
thermal damage.

4. Conclusion

The effect of different PM material on PMSM properties 
was investigated. The experiments and simulations showed how
important it is to choose the right ratio of the Usph/EPM in PMSM
operation. Very low and also very high ratios cause higher stator
current which results in dangerous thermal conditions in PMSM.
The simulations also showed that the replacement of the NdFeB
by ferrites in the original configuration causes very poor properties
of PMSM and a new design of PMSM is required. Although the
ferrites do not have so excellent properties as NdFeB, it is possible
to design PMSM with a very good efficiency if the design is proper.
The progress in ferrite properties is expected in the future and
then they could be employed in PMSM designs more often also
due to their lower costs. The investigation confirms the fact that
a PMSM design is a complex process. Many aspects have to be taken
into account if the PMSM with excellent properties is required. 
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Fig. 20 Efficiency of Motor C

Fig. 22 The temperature curves of motor C for rated load 2 kW: a)
stator winding temperature, Usph � 230 V, Ias � 3.2 A, 

b) PM temperature, Usph � 230 V, Ias � 3.2 A

Fig. 21 The temperature curves of Motor A for rated load 2 kW: a)
stator winding temperature, Usph � 230 V, Ias � 7.3 A, 

b) PM temperature, Usph � 230 V, Ias � 7.3 A, c) stator winding
temperature, Usph � 180 V, Ias � 4.9 A, 

d) PM temperature, Usph � 180 V, Ias � 4.9 A. Lines represent
simulated data, circles represent experimental data
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1. Introduction

Texture has been one of the most popular representations in
image retrieval [1]. Forasmuch as grayscale textures provide enough
information to solve many tasks, the color information was not uti-
lized. But in the last years, many researchers have begun to take
color information into consideration [2-7].

However, the human eye perceives the image as combination
of primary parts (color, texture, shape), our previous research was
oriented to combination of these primary parts of image. Exactly,
the combination of color and texture was researched and new pos-
sibilities of GLCM were researched [8].

Tou et al. [9], introduce the reduction of computations for
the GLCM method by reducing the matrix dimension from two to
one dimension. Based on these two approaches, the one-dimen-
sional GLCM method for color-texture feature extraction is intro-
duced.

In this paper, new and extended experiments of GLCM are
described and new methods are proposed. Experiments are realized
on database of 2600 color textures and 110 queries are used for
evaluation.

The outline of the paper is as follows. In the next section, an
overview of basic principles of GLCM and 1D-GLCM are intro-
duced. Next, the color feature extractions based on 1D-GLCM are
introduced in section 3. In this section, the 1D-GLCM is applied
on separated color channels of RGB color image and new 1D-
CLCM method is proposed. Finally, the experiments are described
in 4 and brief summary is discussed in section 5.

2. Gray level methods

2.1 GrayLevel Co-occurrence Matrix

The GLCM (Gray Level Co-occurrence Matrix) is a powerful
method in statistical image analysis. This method is used to esti-
mate image properties related to second-order statistics. GLCM
considers the relation between two neighboring pixels in one offset,
as the second order texture, where the first pixel is called refer-
ence and the second one the neighbor pixel. GLCM is the two
dimensional matrix of joint probabilities between pairs of pixels,
separated by a distance d in a given direction θ. 

For the scale invariant of texture pattern, the GLCM is stan-
dardized by total pairs of pixels as follows:

, (1)

where Pd,θ(i,j), expresses joint probabilities between pairs in dis-
tance d and direction θ and i,j ,  are luminance intensities of those
pixels.

Haralick [10] defined 14 statistical features from gray-level
co-occurrence matrix for texture classification. However, these fea-
tures are strongly correlated [11], we decide to use only one feature
descriptor for methods comparison. The feature Inverse Difference
Moment also called “homogeneity” is used. The homogeneity is
defined as follows:

. (2)
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2.2 One-dimensional GLCM

Tou et al. [9] reduce computations of feature extraction vector.
They reduce GLCM dimension from two to one dimension by
combination of certain values of the matrix. In conventional two-
dimensional GLCM, the matrix in size G 	 G is used, where G
represents the maximum gray level value in image. By focusing
only on the differences of the gray level, a one-dimensional GLCM
has a significantly smaller size, which is only 2 	 G � 1. By
reducing the dimension of the GLCM, the calculation of features
is faster as fewer values are involved in the calculation.

Likewise in GLCM, the scale invariant of texture pattern is
provided as follows [9]:

, (3)

where Pd,θ(diff) expressesdifference probabilities between pairs in
distance d and direction θ and diff shows the differences of gray
value between the two pixels of the pixel pairs.

The textural feature homogeneity for one-dimensional GLCM
is defined as follows [9]:

. (4)

3. Color level methods

However, the computations of texture features are reduced by
one-dimensional GLCM, we used this advantage of computing time
for next approach. Exactly, the input color image is not reduced to
gray level for next methods. Thus, against previous methods, where
only gray level value of pixels were considered, the color informa-
tion is considered for texture feature extraction.
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3.1 One-dimensional GLCMforseparatedcolorchannels

The easiest way for using gray-level method for color image is
applying method to each 2D matrix of three-dimensional color
image representation.

Subsequently, the color feature extraction can be defined as
follows:

FV � [FV(C1), FV(C2),FV(C3)], (5)

where, FV is feature vector and C1, C2, C3 are one-dimensional
GLCM matrices of particular color channels. The example of dif-
ference of GLCM matrices for RGB color components is shown
in Fig. 1. In our experiments, the color space RGB is used, thus,
we named this method as RGB one-dimensional GLCM (RGB-
1D-GLCM).

3.2 One-dimensionalColorLevel Co-occurrence Matrix

In our previous research [8], we used the 3D image interpre-
tation directly for co-occurrence matrix computing. In this work, we
applied this approach for one-dimensional GLCM and we called
this method Color Level Co-occurrence Matrix (1D-CLCM).

The principle of CLCM method is shown in Fig. 2. For the
distance and angles the cube of size 3	3	3 was created. In this
case, three neighborhoods for every direction (#1–#12 in Fig. 2)
was used. There are also neighborhoods on same position in image
in different color components. Therefore, the direction #13 was
also taken in consideration. The 13 directions neighborhood system
was created. These 13 probability matrices express relations between
component x2 and its neighbors in all channels of color space. In
order to get information of all channels relations, it is necessary
to use this procedure in three iterations, where x1, x2, x3 are chang-
ing the color space components (Table 1). 

Fig. 1 Example of GLCM matrices plot for RGB color components 
(d � 1, θ � 0°), a) GLCM in R channel, b) GLCM in G channel, c) GLCM in B channel
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For 1D-CLCM the differences for all neighbors by formula
(3) are computed. Finally, feature vector consists of information
of all three channels and their relations in 39coefficients (13x3).

4. Experiments

For our experiments, the Matlab environment was used. For
the extraction of standard GLCM features, the library functions
were used. For the others, the own functions were developed.
However, we wanted to test algorithms on big database, a dataset
from several smaller datasets (e.g. Vistex [12], Outex [13]) was
created. This dataset contains 130 types of textures in 2600 color
images (20 images for each texture) in resolution 128 	 128. The
example images from texture database are shown in Fig. 3. For all
experiments, the parameters distance d � 1 and angles θ � 0°,
45°, 90°, 135° degrees are used. As was mentioned above, the only
one feature “homogeneity” is used. 

The scale invariant of texture pattern is provided by standard-
ization of total pairs of pixels as was defined in (1) and (3).

For the rotation-invariant of texture pattern, the feature vector
is rotated in stage of feature matching as follows:

VPQ
0° � [p(0°), p(45°), p(90°), p(135°)], (6)

VPQ
45° � [p(45°), p(90°), p(135°), p(0°)], (7)

VPQ
90° � [p(90°), p(135°), p(0°), p(45°)], (8)

Fig. 2 Principle of 13 directions neighborhood system, x1 , x2 , x3

are color components of color image I

The combination of color space components for GLCM Tab. 1

Colorcomponent
Iteration

1 2 3

x1 C1 C2 C3

x2 C2 C3 C1

x3 C3 C1 C2

Fig. 3 Example images from texture database
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VPQ
135° � [p(135°), p(0°), p(45°), p(90°)], (9)

where VPQ is feature vector of retrieved texture and p is feature
value in rotation 0°, 45°, 90° or 135°.

The equation for computing the minimal vector’s distance d
is defined as [14]:

d � min[dist(VPQ
(n�1)θΔ ) |VPDB)], (10)

where n � (1, 2, 3, 4) is iteration number for rotation of feature
vector, and θΔ is rotation step in degrees. In our experiments, the
rotation step 45° was used. The V and VPDB are feature vectors of
query image and database texture.

The percentage expression of image retrieval precision p is
provided by a simple method defined as follows: 

, (11)

where NF is number of truly found texture images and N is total
number of relevant texture images. The subtraction of 1 is used,
because there was a query image in database.

For a better view, the extra measure p* was used for evalua-
tionof image retrieval. The p* expresses the precision of retrieval
on first n � 2*NT positions. Thereby, it is possible to show if there
are any images close to correct match. The principle of evaluation
is shown in Fig. 4.

In our experiments where 20 images for each texture were
used, n � NT � 20 for p* and n � 2* NF � 40 for p* .

Two simple applications for annotation and retrieval were
created. The first application is used for creating the annotated
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database where the database of images is the input and extracted
feature vectors, exported into XML file, are the output. The query
image and the annotated image database are inputs for a second
application. Output of this application is a sorted set of images by
minimal distance (10).

4.1 Experimental results

The results of GLCM, 1D-GLCM, RGB-1D-GLCM and 1D-
CLCM for 110 random query images are shown in Fig. 5. The
average values of image retrieval precision are shown in Fig. 6.
The conventional GLCM reached in our experiments precision 
p � 45.7% and p� � 59.9%. The 1D-GLCM reached only p � 38.0%
and p� � 51.6%. After applying the 1D-GLCM on separated color
channels, the better result were obtained. The RGB-1D-GLCM
method reached p � 56.5% and p� � 69.0%. Finally, the 1D-CLCM

a) b)   

Fig. 4 Experiments evaluation, a) precision p, b) precision p* (DB is
image database, NF is number of truly found texture images, NT is total
number of relevant texture images, n expresses first n-positions of sorted

set of images for evaluation)

Fig. 5 The experimental results for 110 retrieved image textures
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method reached p � 81.1% and p� � 90.1%. Thus, we reached
improvement of 43.1% over basic 1D-GLCM and 35.4% over
GLCM, after color information wasapplied. These results make
1D-CLCM fast and strong descriptor for color textures.

5. Conclusion

In this paper, the methods for color texture feature extraction
based on GLCM were proposed and tested. Exactly, we aimed our
research to modification of one-dimensional GLCM and 1D-CLCM
method was introduced. The experiments verified on the database
of 2600 color images were provided. At first, the comparison of
conventional GLCM, 1D-GLCM, applied on a separated channel
of color image was presented. Next, we used our previous research
on GLCM and modified this method for direct extraction from
color image. The 1D-CLCM method was introduced and the pre-
cision of retrieval was rapidly increased. The designed 1D-CLCM
method reached about 81% in texture retrieval with improvement
of 43% over basic 1D-GLCM and 35% over GLCM were obtained.
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Fig. 6 The final experimental results for GLCM, 1D-GLCM, 
RGB-1D-GLCM and 1D-CLCM methods
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1. Introduction

The Switched Reluctance Motor (SRM) is one of the simplest
and robust electrical machines. Torque of SRM is produced by
tendency of rotor to move to a position where the inductance of
the excited winding is maximized [1].

The SRM construction is very simple. It is a double salient elec-
trical machine which has only stator winding and rotor is passive.
Each phase comprises two coils wound on opposite stator poles
and connected in series or parallel [2]–[4]. The cross-section area
of the three phase 6/4 SRM is shown in Fig. 1a. In Fig. 1b, there
is a photo of the investigated SRM.

In many applications, the drive reliability is a very important
task from the point of view of fault operation. There are several
types of fault states which could occur during the SRM operation.
Mechanical, magnetic or electrical faults of the motor could occur.
This paper is focused on electrical faults of SRM.

The electrical faults could be: short circuit in one coil of a phase
(all turns or some turns), a whole coil is bridged by a short circuit,
the whole phase is short circuited, open circuit in one coil of a phase,
a short circuit between two different phases, a short circuit from
one winding to ground [5], [6].

In [7] electrical faults detection and special fault tolerant
design of the 12/14 SRM are studied, where the winding scheme
is a six phased duplex type (each phase is doubled). When a fault
of one channel occurs the second channel still contributes to the
torque generation. Some simulations of the winding faults are pre-
sented. 

In [8] a fault-tolerant SRM drive with adaptive fuzzy logic
controller providing smooth torque with minimum ripple under
normal and fault conditions is described.

Some fault states are analyzed in [9]. In this paper the static
and dynamic faults of real 6/4 SRM are investigated. The static
analysis is carried out by means of FEM and the phase inductance,
flux linkage and air gap torque are analyzed under normal and fault
conditions. These static parameters are used in the dynamic sim-
ulation of the SRM and transients are calculated also for health
and fault operated motor. The simulated results are compared with
experimental ones.

The nameplate of the investigated SRM is shown in Table 1.

ANALYSIS OF SWITCHED RELUCTANCE MOTOR BEHAVIOR
UNDER ELECTRICAL FAULT CONDITIONS
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a)                                               b)
Fig. 1 The investigated SRM, a) cross-section area, a photo of open motor

The nameplate of the investigated 6/4 SRM Table 1.

Rated voltage Rated current Rated speed

3x 10V 28.5A 5000 rpm
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2. FEM analysis of th        e SRM static parameters

There are several methods how to analyze the static parame-
ters of the SRM [10] and [11]. Very useful and accurate is Finite
Element Analysis (FEA) which is used in this paper. For the FE
magnetostatic analysis the following input data are needed: geo-
metrical dimensions of the machine, current d   ensity of one phase,
material constants (winding conductivity and relative permeability,
B-H curve of SRM ferromagnetic circuit material) and boundary
conditions. The parametric model of SRM was created in LUA
script in the FEMM 4.2 software for more convenient calculation
with lower time consumption. The LUA script also enables the SRM
model configurations (changes of the machine geometry or other
parameters) during the execution of the script.

The static characteristics of the SRM were analyzed by means
of FEM under four different winding fault conditions. Namely 0%,
20%, 50%, 70% of winding turns are in the short circuit that cor-
responds to 25, 20, 13, 8 winding turns respectively.

The accuracy of the result depends on the size of FEM mesh
and accuracy of the input parameters. In this model, 11578 nodes
were used. The calculation was carried out for each individual rotor
position and current under static condition. The rotor position Θ
was moved from unaligned Θu to aligned position Θa with step of
1° and in each position the current was changed within its working

range from 1 to 28 A. In Fig. 2 the distribution of magnetic flux
lines of healthy SRM for aligned and unaligned position can be
seen. For comparison, in Fig. 3, there is a distribution of magnetic
flux lines of fault SRM for aligned and unaligned position if 50%
of coil “B” turns are in short circuit.

Magnetic flux linkage calculation
The first parameter to be analyzed is the flux linkage versus

phase current for different rotor position ψ � f(I,Θ). The area
bounded by maximal phase current and by both ψ � I curves for
aligned and unaligned positions is equal to mechanical energy, which
is converted to electromagnetic force [1]. In Fig. 4 the flux linkage
for various rotor positions and currents can be seen. In Fig. 5 the
curves obtained by means of FEM for different rotor positions
can be seen, if the phase current is kept constant 13 Amps (0° is
equal to unaligned rotor position and 45° is equal to aligned rotor
position). The investigated phase is B. As it can be seen from this
Fig. 5, the flux linkage is decreased with increasing phase turns in
short circuit.

A. Phase inductance calculation
The phase inductance L � f(I,Θ) versus rotor position for full

current range is a static parameter which is needed in SRM math-
ematical model for dynamic simulations. The analysis was made
for the whole working range. The phase inductance profiles are

a)                                                  b)
Fig. 2 FEM analysis of the SRM, flux lines of the healthy SRM, 

a) aligned rotor position, b) unaligned rotor position

a)                                                  b)
Fig. 3 FEM analysis of the SRM, flux lines of the SRM, where 50 % 

of coil "B" turns are in short circuit; a) aligned rotor position, 
b) unaligned rotor position.
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Fig. 4 FEM analysis of the SRM, flux linkage 
for various rotor positions and currents

Fig. 5 FEM analysis of the SRM, flux linkage versus rotor position 
for constant phase current 13 A
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shown in Fig. 6. The results are obtained by means of FEM for
SRM in accordance with the following equation:

. (1)

where A is magnetic vector potential, J is current density, V is
volume and I is phase current.

The phase inductance for various rotor position and current
13A under different winding faults can be seen in Fig. 7. The phase
inductance is decreased with increasing phase turns in short circuit.

B. Electromagnetic torque calculation
The electromagnetic torque was also calculated by means of

FEM. The static torque characteristics were obtained for the whole
working range. Maxwell’s stress tensor prescribes the torque per
unit area produced by the magnetic field in the air gap of the
motor. The differential torque produced is: 

. (2)

where n denotes the direction normal to the surface at the point
of interest, B is flux density and H is intensity of magnetic field.
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The static electromagnetic torque of phase B in the air gap Tδ

for various rotor positions and various phase currents is shown in
Fig. 8.

The static electromagnetic torque of phase B in the air gap Tδ

for various rotor positions and constant phase current 13A under
different winding faults is shown in Fig. 9. The static electromag-
netic torque in the air gap is decreased with increasing phase turns
in short circuit.

3. Mathematical model of SRM

As it is known the mathematical model of the SRM needs
input static parameters to be able to solve transients. The static
parameters: flux linkage, phase inductance, developed electromag-
netic torque of SRM are obtained by means of FEM and they are
used in this mathematical model to calculate following values: phase
current, speed, voltage and dynamic torque of the SRM during
normal operation and also during fault operation.

As it is known the electromagnetic torque of SRM can be cal-
culated from:

Fig. 6 FEM analysis of the SRM, the phase inductance for various rotor
positions and various phase currents

Fig. 8 FEM analysis of the SRM, the static electromagnetic torque 
of phase in the air gap Tδ for various rotor positions and various 

phase currents

Fig. 7 FEM analysis of the SRM, phase inductance versus rotor position
for constant phase current 13 A

Fig. 9 FEM analysis of the SRM, the static electromagnetic torque 
of phase B in the air gap Tδ for various rotor positions and constant

phase current 13 A
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(3)

where i is phase current, Ψ is phase flux linkage and Θ is rotor
position. To obtain dynamic total torque of SRM, the simulation
of its mathematical model is needed.

The mathematical model of SRM consists of the following
equations, if: 
– leakage inductances between phases are neglected,
– iron losses are neglected,
– phase inductance depends on phase current and rotor position.

The voltage equation of one SRM phase is given as:

. (4)

where R is phase resistance, i is phase current and ψ is flux linkage.
The flux linkage depends on both parameters: phase current and
rotor position (ψ � f (i, Θ)). Then

. (5)

The phase current is calculated from combination of (4) and
(5) as:

. (6)

The real angular speed is calculated from equation:

. (7)

where J is the moment of inertia and Tload is load torque. 

The SRM is controlled on the base of rotor position Θ, there-
fore it is as follows
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# 4. Dynamic simulation of SRM

Simulation model was created under Matlab. The model of
a single phase is shown in Fig. 10.

To control rotor speed, PI controller is used. The PI controller
is implemented in the discrete version, therefore, the control signal
u(k) is given as:

. (9)

where k is a discrete time instant and T is sampling time.

The hysteresis controller is used to control phase current. The
phase voltage in (4) is given by DC voltage source, which supplied
the converter of SRM. By this control the voltage can have three
values, if the voltage drops on the transistors and diodes are
neglected: 
a) v � �Vs, if the phase current i is lower than low limit of the

hysteresis region, 
b) v � 0, if the phase current is higher than high limit of the hys-

teresis region,
c) v � �Vs, if the phase current is switched off.

The control structure which is used in order to simulate SRM’s
transient is shown in Fig. 11. The coefficients of PI controller are
tuned by a trial and error method.

The SRM investigation was made for different speeds. 
In dynamic simulation, the start up of the SRM was simulated

for three required speeds. In the first case the start up of a healthy

u k K e k T
T e ip
i i

k
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= +
=

-

_ _ _i i i= G/

Fig. 10 Dynamic model of the SRM, one phase is shown only

Fig. 11 The block diagram of SRM speed control with PI controller
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motor was simulated up to time 0.11 (see Fig. 12) and then, the
phase A fallout occurred. It means that the phase A is not active.
The load torque was kept constant 0.1 Nm and required speed
was 180 rpm. After the phase fallout occurs, the speed decreases
under the required speed value and speed ripple occurred about
17% from the required speed. Currents in three phases up to time
0.1 can be seen in Fig. 13. After this time the phase A fallout
occurred (the phase current is 0A). The phase current of phase B
is higher than in phase C, which can be caused by the switch ON
and switch OFF angles setup.

In Fig. 14, there is start up of the motor up to 300 rpm with
three phases and in time t � 0.1 s A phase fault occurred. After
the phase fallout occurs, the speed decreases under the required
speed value and speed ripple occurred about 5% from the required
speed. Currents in three phases up to 0.1 s can be seen in Fig. 15.
After this time the phase A fallout occurred (the phase current is
0A). The phase current of phase B is higher than in phase C, which
can be caused by the switch ON and switch OFF angles setup.

In Fig. 16, there is start up of the motor up to 1000 rpm with
three phases and in time t � 0.12 s one phase fault occurred. After
the phase fallout occurs, the speed decreases under the required
speed value and speed ripple occurred about 2% from the required
speed. Currents in three phases can be seen in Fig. 17. 

As it can be seen from these analyses, when the speed increases,
the speed ripple decreases. It is given by the inertia of the system.

This was simulated for torque 0.1 Nm and speed up to 1000 rpm.
In the future it will be analyzed for rated speed and rated torque.

5. Experimental results

To verify the simulated dynamic result an experimental test
rig with SRM coupled with BLDC load was carried out. The test
rig is shown in Fig. 18. The control board equipped with a Digital
Signal Controller by Freescale was used [12] and [13]. The control
board is connected with low power and a low voltage converter
which supplies the SRM. The control loop consists of a speed

Fig. 12 Dynamic simulation of SRM speed with ndem � 180 rpm, the
start up of healthy motor and the phase A fallout occurred 

Fig. 13 Dynamic simulation of SRM currents with ndem � 180 rpm, the
start up of healthy motor and the phase A fallout occurred 

Fig. 14 Dynamic simulation of SRM speed with ndem � 300 rpm, 
the start up of healthy motor and the phase A fallout occurred 

Fig. 16 Dynamic simulation of SRM speed with ndem � 1000 rpm, 
the start up of healthy motor and the phase A fallout occurred

Fig. 15 Dynamic simulation of SRM currents with ndem � 300 rpm, 
the start up of healthy motor and the phase A fallout occurred
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loop with PI controller and a slave current loop made by hystere-
sis current controllers.

The measured speed start up of the healthy SRM is shown in
Fig. 19. The load torque was kept constant 0.1 Nm. 

The measured phase currents for start up and steady state of
the healthy SRM are presented in Fig. 20.

The measured start up of the healthy SRM where the required
speed is 1000 rpm is shown in Fig. 21.

The measured phase currents for start up and steady state of
the healthy SRM for the required speed 1000 rpm are shown in
Fig. 22.

The start up of the healthy SRM and fallout of one phase in
time 1.9 s, for the required speed 180 rpm are shown in Fig. 23.
It means that one phase was un-plugged from the motor.

The measured phase currents for start up of the healthy SRM
for the required speed 180 rpm and in time 1.9 s and fallout of
one phase are shown in Fig. 24.

The speed and currents are filtered with an exponential filter
to remove the noise.

6. Conclusion

In this paper the static and dynamic analyses of the SRM fault
operations are presented. The SRM static parameters were calcu-
lated by means of FEM for a healthy and short circuit phase. The
mathematical model of the SRM was derived and used for dynamic
simulation. The dynamic health and the phase fallout of the motor
are analyzed by simulations and the results are compared with the
measured ones. There are some differences caused by lower accu-
racy of the switch ON and switch OFF angles setup in simulation

Fig. 17 Dynamic simulation of SRM currents with ndem � 1000rpm, 
the start up of healthy motor and the phase A fallout occurred Fig. 20 The measured phase currents for start up of the healthy SRM

Fig. 19 The measured speed start up of the healthy SRM.

Fig. 18 Experimental test rig equipped with SRM and BLDC load

Fig. 21 The measured speed start up of the healthy SRM at 0.1 Nm
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and in real SRM drive. This will be solved in the future also with
higher speed and torque and for some other faults in the SRM.

On the base of this analysis verification, the simulation model
can be used for other fault operation investigation and some rec-
ommendations can be done.
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Fig. 22 The measured phase currents for start up of the healthy SRM

0 0.5 1 1.5 2 2.5 3
0

5

10

15

20

25

t [s]

i ph
A
, i

ph
B
, i

ph
C

 [A
]

i
phA

, i
phB

, i
phC

=f(t)     n
dem

=180 [rpm]

 

 

i
phA

i
phB

i
phC

The phase fallout

Fig. 24 The measured phase currents for start up of the healthy SRM
and fallout of one phase

Fig. 23 The start up of the healthy SRM and fallout of one phase

References

[1] MILLER, T. J. E.: Electronic Control of Switched Reluctance Machines. Oxford (U.K.) : Newnes, 2001.
[2] MILLER, T. J. E.: Switched Reluctance Motors and their Control, Magna Physics, 1992.
[3] PYRHONEN, J., JOKINEN, T., HRABOVCOVA, V.: Design of Rotating Electrical Machines, John Wiley & Sons, 2008.
[4] KRISHNAN, R.: Switched Reluctance Motor Drives – Modeling, Simulation, Analysis, Design, and Applications, CRC Press LLC,

FLA, USA, 2000.
[5] SCHINNERL, B., GERLING, D.: Analysis of Winding Failure of Switched Reluctance Motors, Proc. of the IEEE Intern. Electric

Machines and Drives Conference (IEMDC '09), Miami, pp. 738–743.
[6] TEREC, R., BENTIA, I., RUBA, M., SZABO, L., RAFAJDUS, P.: On the Usefulness of Numeric Field Computations in the Study

of the Switched Reluctance Motor's Winding Faults, ISCIII 2011 – 5th Intern. Symposium on Computational Intelligence and Intel-
ligent Informatics, art. no. 6069753, pp. 117–120.

[7] SZABO, L., RUBA, M.: On Fault Tolerance Increase of Switched Reluctance Machines, EUROCON 2009, pp. 18-23, May 2009
[8] MIR, S., ISLAM, M.S., SEBASTIAN, T.,  HUSAIN, I.: Fault-Tolerant Switched Reluctance Motor Drive Using Adaptive Fuzzy

Logic Controller, Power Electronics, IEEE Transactions on, March 2004
[9] KACENKA, V., RAFAJDUS, P., MAKYS, P.,VAVRUS, V., SZABO, L.: Static and Dynamic Fault Analysis of Switched Reluctance

Motor, Intern. conference ELEKTRO 2012, Rajecke Teplice, 2012, Slovakia, IEEE Xplore
[10] RAFAJDUS, P., HRABOVCOVA, V., HUDAK, P.: Investigation of Losses and Efficiency in Switched Reluctance Motor, EPE-PEMC

2006, Portoroz, Slovenia
[11] RAFAJDUS, P., SEKERAK, P., KALAMEN, L., HRABOVCOVA, V.; CHEN, H.: Static and Dynamic Analysis of Linear

Switched Reluctance Machine, Communications – Scientific Letters of the University of Zilina, 4/2011
[12] DIRENZO, M. T.: Switched Reluctance Motor Control – Basic Operation and Example Using the TMS320F240, Application Report,

Texas Instruments, 2000 
[13] VISINKA, R., BALAZOVIC, P.: 3-Phase Switched Reluctance Motor Control with Encoder Using DSP56F80x, MOTOROLA Inc., 2002.



67C O M M U N I C A T I O N S    2 A / 2 0 1 3   �

1. Introduction

In general, the implementation of novel kinds of modulation
formats follows the goal of increasing the system capacity and
improves the spectral efficiency of currently used fiber optic trans-
mission systems. The most popular transmission modulation tech-
nique has been on-off keying (OOK) over the years, in which the
optical power is modulated according to incoming sequence of bits
[1, 2]. The major drawback of OOK format is that it enables to
transmit only one information bit per symbol. On the other hand,
the advanced modulation techniques allow transmission of several
information bits per symbol and so they fulfill the mentioned
requirements for the future fiber-optic communications [2, 3].

From a wide range of novel types of high-order modulation
formats [1–3], our investigation is oriented to high-order ampli-
tude formats, usually denoted as M-ary amplitude shift keying (M-
ASK). This modulation format represents the simplest modulation
technique from a point of view of transmitter structure [3]. M-ASK
modulation scheme provides good choice for capacity enhance-
ment of short-haul networks [4, 5] or serves for conversion appli-
cation between non-return-to-zero (NRZ) and return-to-zero (RZ)
format [6].  

2. Theory

In general, the high-order modulated signals at the output of
an optical transmitter have complex nature and can be described
as follows [1, 7]:

(1)E t e A t eRm
j t

m
0$= ~

_ _i i$ .

where Em(t) denotes a modulated optical field, Am(t) is a modulated
complex envelope with Gaussian shape and ω0 is optical carrier fre-
quency. The M-ASK modulated complex envelope of optical field
can be expressed by [1, 3]:

(2)

where Ns is the number of transmitted symbols, A0 is the envelope
amplitude, Ts is symbol interval proportional to the symbol rate Rs

and Sk
ASK represents a complex amplitude symbol chosen from a dis-

crete alphabet of elements corresponding to the number of modula-
tion states M.

Due to the complex nature of high-order modulation formats,
its representation is always illustrated in a complex plane as the
superposition of in-phase (I) and quadrature (Q) component. The
constellation diagrams for M-ASK modulation formats are depicted
in Fig. 1.

The fundamental equation for studying the pulse evolution in
fiber–optic transmission system is so-called nonlinear Schrodinger
equation NLSE [8], which includes the impact of various fiber
degradation mechanisms on transmitted optical signals. The NLSE
can be expressed in the following form [7, 8]:

(3)

where β1 is related to the group velocity, β2 is the group velocity
dispersion (GVD) parameter, β3 is the third-order dispersion para-
meter, α is the fiber attenuation and γ is the nonlinear coefficient
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of optical fiber. Am is a modulated complex envelope carrying the
encoded information in a given number of amplitude levels.

From a numerical point of view there are several options how
to solve the NLSE, which only has the nontrivial solution. The
most desirable numerical approach is so-called Beam Propagation
Method (BPM) [7] in two widely used algorithmic expressions; the
Finite Difference Method (FDM) [7, 9] and Split-Step Fourier
method (SSFM) [3, 7, 8]. For our investigation, the SSFM tech-
nique was used. The SSFM is based on solving the NLSE in two
separated parts according to the degradation effects. The linear and
nonlinear impairments are solved in a small step in spectral and in
time domain, respectively. The algorithmic implementation and
operational principle of SSFM is shown in Fig. 2.

3. Results and discussion

The employing of advanced modulation formats into the fiber-
optic system brings novel issues into the pulse propagation. After
a modulation process, the optical pulses obtained new properties
corresponding to the type of digital modulation and actual trans-
mitted pulse. In context of M-ASK signals, this means that the
transmitted pulses have different levels of amplitudes, so the prop-

agation is quite different in comparison with the traditional power
scheme OOK. The fact of various amplitude levels of transmitted
pulses leads to the different sensitivity to the nonlinear phenomenon
of self-phase modulation (SPM), whose impact on pulses is the
limiting factor from the point of spectral broadening in a single-
channel system.

In Fig. 3 are depicted the average values of spectral broaden-
ing depending on the fiber length of 2-ASK, 4-ASK and 8-ASK
signals with input power Pin � 1 mW and bit rate Rb � 10 Gbps
at λ � 1550 nm for two types of optical fibers; Standard single-
mode fiber (SSMF) [10] and Dispersion shifted fiber (DSF) [11],
respectively.

It is obvious that the value of spectral broadening is rapidly
growing with a higher number of amplitude modulation levels. The
worst results were obtained for 8-ASK format, for which the spec-
tral broadening is significantly larger for both fiber types. For
low-order amplitude levels (2-ASK and 4-ASK), the role of linear
transmission properties (attenuation and chromatic dispersion)
influence the impact of nonlinear SPM in sense of balancing the
strength of signal degradation, especially after the effective fiber
length, after which the impact of chromatic dispersion becomes the
dominant factor of degradation and the growth of spectral broad-

2-ASK 4-ASK 8-ASK

Fig. 1 Constellation diagrams of M-ASK modulations

Fig. 2 Algorithm of split-step Fourier method
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ening is significantly slower with a further increasing fiber length.
From a transmission point of view, the DSF fibers exhibit consid-
erably lower spectral broadening in comparison with SSMF fibers.

3.1 Effect of input power

In Fig. 4 can be seen the evolution of spectral broadening
depending on the fiber length for various levels of input powers of
4-ASK signals with the same bit rate of system Rb � 10 Gbps at
operating wavelength λ � 1550 nm for two types of optical fibers;
SSMF 4a. and DSF 4b., respectively. The sequence of simulated
symbol was generated with the same probability. It can be observed
that for lower values of input powers, the spectral broadening is
nearly constant or increases very slowly for both types of used
optical fibers. The using of lower powers should be therefore rec-
ommended for implementation of M-ASK modulation in a fiber-
optic system. The transmission symbols, which are encoded into
the higher power levels represent larger and main contributions to
the resulted effect of spectral broadening, when the higher value of
power was launched into the fiber. We can also see that DSF fibers
exhibit better robustness against nonlinear SPM degradation for
a wider range of fiber lengths in comparison with SSMF fibers for
the same input power levels. For this reason, the SSMF fibers
should be used in a transmission system for shorter transmission

distances with higher power levels. On the other hand, by using
DSF fibers, it is possible to reach longer transmission distances with
good spectral performance or the transmission system can operate
with higher powers resulting in longer distance reach.

a) SSMF

a) SSMF

b) DSF

Fig. 3 Spectral broadening of different M-ASK signals

b) DSF

Fig. 4 Spectral broadening of 4-ASK modulation

a) SSMF

b) DSF

Fig. 5 Spectral broadening of 4-ASK modulation
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3.2 Effect of bit rate

In Fig. 5 are illustrated the dependences of value of spectral
broadening on the fiber length with various values of total bit rate
Rb with the same moderate input power Pin � 1 mW for SSMF
and DSF optical fibers. 

From Fig. 5 an interesting fact can be observed. If the values
of bit rates of an optical transmission system are higher, the spec-
tral transmission performance of SSMF fibers is better. At lower
bit rates (� 10 Gbps), the value of spectral broadening is nearly
insignificant and with using longer fiber lengths, it increases in a slow
way. On the other hand, at higher bit rates (� 10 Gbps), the
resulted spectral broadening exhibits growing nature, but not as
large as in the case of increasing power. The reason is that shorter
optical pulses (higher bit rates) are more influenced by the effect
of chromatic dispersion, which balances the impact of SPM. On
the other hand, for DSF fibers this fact is not so obvious due to
a very low (nearly zero) value of chromatic dispersion at an oper-
ating wavelength. From this point of view, the spectral transmis-
sion performances of SSMF and DSF are comparable.

For higher bit rates, the amplitude modulation formats provide
suitable choice for implementation in a fiber-optic system, which

is in good agreement with requirements for the next generation
optical system. 

4. Conclusion

In this paper we numerically investigated the M-ASK modulated
signals. It was shown that the optical signals, which employ novel
multilevel amplitude formats, are sensitive to the nonlinear effect
of SPM in the sense of increasing the value of spectral broadening.
The most promising and suitable amplitude format seems to be 4-
ASK for SSMF and DSF fibers at moderate powers and bit rates.
The power dependence of transmission pulses sets the significant
limit for long-haul application, so the short-haul distance applica-
tions are preferred. On the other hand, by using the shorter dura-
tion of optical pulses, the desirable performance of a fiber-optic
system in sense of balanced interaction between chromatic disper-
sion and SPM for both types of investigated fibers may be achieved.
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1. Introduction

One of the methods of increasing throughput of multimedia
data transmission, receiving and processing systems is optimization
and improvement of coding (decoding) procedures of a signal
source and redundancy reduction. At present two essentially differ-
ent approaches for information compression of signals and images
are used: 1) lossless compression; 2) controllable lossy compres-
sion [1, 2]. The first approach is based on principles of differential
pulse code modulation, Huffman entropy coding, Lempel-Ziv-Welch
method of repetitive chapter search on samples, as well as some
others and it cannot provide essential compression of a data flow.
More expedient is the coding procedure of a signal source with
controlled losses. Within the scope of this approach various linear
orthogonal transforms are applied: a) discrete cosine transform and
its updatings; b) wavelet-transform; c) discontinuous piecewise
constant function basis expansion (such as Walsh, Haar, S-trans-
formation, etc.), however all of them are not flawless [2]. It causes
need of new basic function search.

It is obvious that new algorithms of signal and image com-
pression should be optimized not only in respect of computational
burden reduction, complexity of hardware implementation but also
in statistical sense taking into account probabilistic nature of hin-
drances, messages and performance measures. This problem is so
severe under image transmission and processing as images have
sufficiently great information capacity. In the present work it is
shown that, as in [3, 4], the application of orthogonal polynomials

or functions connected with them allows to receive effective, prac-
tically realizable procedures of signal and image restoration includ-
ing presence of random distortions.

2. Signal and image restoration without noise influence

As systems of orthogonal polynomials (functions), the follow-
ing polynomials (functions) can be chosen [5]

Legendre polynomials

, (1)

Chebyshev polynomials of the first kind

, (2)

Hermite polynomials

, (3)

Hermite functions

, (4)

etc. In Eqs. (1)–(4) n is nonnegative integer.

!
expx

n
H x x

2

1

2
n

n
n

2

r
{ = -_ _ di i n

exp expH x xx
dx
d

1n
n

n

n
22 -= -_ _ _ _i i i i

!

!
T x

n

n
x
dx
d x

2

2
1 1n

n

n

n
n2 2 2 1

=
-

- -
-

_
_

_
_i

i

i
i

!
P x

n dx
d x

2

1
1n n n

n
n2= -_ _i i

RESTORATION OF DETERMINISTIC AND INTERFERENCE
DISTORTED SIGNALS AND IMAGES WITH USE OF THE
GENERALIZED SPECTRA BASED ON ORTHOGONAL
POLYNOMIALS AND FUNCTIONS

RESTORATION OF DETERMINISTIC AND INTERFERENCE
DISTORTED SIGNALS AND IMAGES WITH USE OF THE
GENERALIZED SPECTRA BASED ON ORTHOGONAL
POLYNOMIALS AND FUNCTIONS

Oleg V. Chernoyarov – Martin Breznan – Alexander V. Terekhov *
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The generalized spectra CP
n, CT

n, CH
n, C �H

n of the one-dimen-
sional signals s(x) specified on the interval x � [a,b] when using
(1)–(4) can be accordingly found as

, (5)

(6)

,

(7)

Then in absence of hindrances the signal restoration operation
on the generalized spectrum will be written in the form

, (8)

where {Ψn(x)} is one of the orthogonal function systems (1)–(4),
{Cn} is generalized spectrum (5)–(7) corresponding to the basis
{Ψn(x)}, γ � A for Hermite polynomials (functions) (7) and γ � 1
for Legendre and Chebyshev polynomials. Generalization of for-
mulas (5)–(8) on a two-dimensional case is obvious.

As the analysis showed, expansion coefficients (5)–(7) decrease
rapidly with increasing n for both continuous (differentiable and
nondifferentiable) and discontinuous signals. However for practi-
cal applications the calculation of the generalized spectra accord-
ing to the formulas (5)–(7) should be made numerically in most
cases. Thereupon it is of interest to use the expansion procedures
which minimize computing expenses. One of the possible ways for
creating such procedures is the use of Gauss quadrature formulas
of the maximum degree of precision [6]:

. (9)

Here xk are zeros of a polynomial of N-th order, ρx is a weight
function for polynomial orthogonality [7], λk are Christoffel
numbers, and integration is conducted on an orthogonality inter-
val of polynomials used in expancion. Special cases of Eq. (9) for
polynomials (1)-(4) have the appearance:

1. Gauss-Legendre formula:

, (10)

where xk are zeros of equation PN(x) � 0, λk � 2/(1 � x2
k[P�N(xk]

2.

2. Mehler (Gauss-Chebyshev) formula:
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, (11)

where xk � cos[π(2k � 1)/2N] are zeros of Chebyshev polyno-
mial TN(x), λk � π/N.

3. Gauss-Hermite formula:

, (12)

where xk are zeros of equation HN(x) � 0, λk � 2N�1N!��π/
/[H�N(xk)]

2.

Using (10)–(12) the formulas (5)–(7) for the generalized
signal spectra can be rewritten as

(13)

(14)

(15)

(16)

On the basis of Eqs. (13)–(16) and similar expressions the
study of spectra for various signal models (differentiable, contin-
uous nondifferentiable and discontinuous) was conducted. As an
example in Table 1, coefficients CP

n, C
T
n, C

H
n, C �H

n, 0 � n � 20 cal-
culated according to formulas (13)–(16) for typical functions
s(x) � exp(�x2) (differentiable); s(x) � 1 � �x�, �1 � x � 1
(continuous nondifferentiable); s(x) � sgn(x), where sgn(x) � 1
if x � 0 and sgn(x) � �1 if x � 0 (discontinuous) are resulted.
In that table the values of mean square error δ � δ(N) [8]

(17)

of signal approximation on the basis of the generalized spectra
calculated at a � �1, b � 1 (orthogonality interval of polynomi-
als (1), (2)) and various N are specified. Here Cn is one of the
coefficients CP

n, C
T
n, C

H
n, C �H

n (13)–(16), and Ψn(x) is correspond-
ing polynomial (function) of n-th order (1)–(4).

From the Table 1 and conducted analysis including other
orthogonal bases there follows that for differentiable and contin-
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uous nondifferentiable signals the construction of the generalized
spectra on the basis of Hermite polynomials (3) or functions (4)
appears the most effective. Really, coefficients CH

n (15), C �H
n (16)

converge rapidly enough to zero with increasing n so mean square
error (17) becomes relatively small at N � 5–6. The use of Legendre
and Chebyshev polynomials can provide smaller extent of δ (17)
in comparison with Hermite polynomials (functions). However
sets {CP

n}, {CT
n} can essentially exceed sets {CH

n}, {C �H
n} by number

of significant coefficients.

For discontinuous signals the Hermite polynomials (functions)
also provide the least number of significant coefficients of the gen-
eralized spectrum. However approximation mean square error (17)
received at their use reaches relatively large values. In this case the
construction of the generalized spectrum on the basis of Chebyshev
polynomials can appear to be expedient. Really, at loss by number
of coefficients in 2 times approximately in comparison with Hermite
series the accuracy gain of the signal approximation estimated
according to (17) can reach 3–3.5 times. Also it should be noted
that expansion coefficients calculated with the use of quadrature
formulas of the maximum degree of precision which have an order
less than 10�4 can be omitted at construction of the generalized
spectrum of an analyzed signal. Besides, rate of convergence for
series (8) on orthogonal polynomials can be more rapid generally
than for basis of trigonometric functions and discrete cosine
transformation [2].

3. Signal and image restoration in the presence 
of random distortions

As it has been established in the section 2 at restoration of the
deterministic signals and images by their generalized spectra the
number of restored signal (image) modes (coefficients of the gen-
eralized spectrum) is determined by the desired approximation
error at use of one or another metrics of functional space. It will
be shown below that the account of fluctuating noises actually
existing together with a useful signal leads to occurrence of optimum
number of modes which should be used for image restoration.

So, let the field 

be received to the optical-electron converter’s input. Here sM is
observable useful signal for which the form and other characteris-
tics can be apriori unknown, η(r) is hindrance. Let us suppose that
the useful signal sM(r) can be presented as series

(18)

in one or another orthonormal function system {ϕm n(x)}. Here
Cm n � ∫Ω sM(x,y)ϕm(x)ϕn(y) are expansion coefficients (general-
ized signal spectrum) and Ω is area of orthogonality of basis
{ϕm(x)ϕm(y)}.
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Models of hindrances at optical and optoelectronic processing
of the information are in detail considered in [9, 10]. If a quantum
character of weak optical signals is not taken into consideration
and signal sM(r) is assumed as intensive enough then it is possible
often to believe that a hindrance η(r) is Gaussian random field. In
addition, if processing algorithms do not consider thin difference
of spatial spectra of a useful signal and hindrance but focus the
attention on the analysis of generalized spectrum’s modes of the
field sM(r) then hindrance η(r) may be approximated by Gaussian
white noise with a correlation matrix of a kind Kη(r1, r2) �
� (N0/2)δ(r2 � r1). Here N0/2 is spectral density (intensity) of
white noise. The model η(r) as white noise is quite proved if hin-
drance sources are wideband processes in electronic devices [11]
and will be used by us further.

On observable realization ξ(r) and the available prior informa-
tion it is necessary to restore an original signal sM(r) in an optimal
way.

In the task of signal (image) restoration at the presence of
random hindrances the vector C� � (C0, …, CM) is unknown and
cannot be calculated directly as in (5)–(7). Therefore in the pro-
cessing operations it is necessary to receive an estimate of this
vector. At synthesis of estimation algorithm we will use a maximum
likelihood method. Without loss of generality of obtained results for
simplification of mathematical calculations we will believe a signal
sM(r) as one-dimensional in the sequel, i.e. sM(r) � sM(x). Then fol-
lowing [12] a logarithm of functional of likelihood ratio L as func-
tion of current values of all unknown coefficients Cn , 0 � n � M
can be written down in the form:

. (19)

Using the representation of a useful signal (18) in Eq. (19) we
have

. (20)

Here Xn � ∫Ωξ(x) ϕn(x)dx. As maximum likelihood estimates 

(MLEs) C�
�

� (C�0, …, C�M) of measured parameters the position of
the greatest maximum of solving statistics (20) is taken:

.

Estimates C�n, 0 � n � M can be found from the decision of
the likelihood equations

, ,  …, 

. (21)

Substituting (20) in (21) and carrying out simple transforma-
tions we come to MLEs of a kind
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Polynom
ial coefficients and approxim

ation m
ean square error for various types of signals 

Table 1
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The found estimates (22) obviously allow to restore a useful
signal sM(x) according to Eq. (18).

Let us find characteristics of MLEs (22). As MLEs’ character-
istics we will use their conditional biases (systematic errors) 
b(C�n � Cn) � �C�n	 � Cn and variances (error mean squares) V(C�n � Cn)
� �(C�n � Cn)2	. Here angle brackets � 	 designate averaging opera-
tion on all possible realizations ξ(r). Carrying out direct averaging
Eq. (22) we receive that the estimate C�n is conditionally unbiased:
b(C�n � Cn) � 0 and its conditional variance has the appearance
V(C�n � Cn) � N0/2. Besides, by virtue of orthogonality of basis {ϕn(x)}
the estimates C�n , 0 � n � M are uncorrelated:  �(C�k � Ck)(C�n �
� Cn)	 � (N0/2)∫Ωϕk(x) ϕn(x)dx � 0, k 
 n.

Let us assume that for restoration of a useful signal sM(x)
K modes of expansion (22) are used. Then the restored signal
s�K(x) can be presented as follows

. (23)

Define difference of the restored signal s�K(x) (23) from origi-
nal signal sM(x) (18) as [12, 13]

(24)

Here z2
n � 2C2

n/N0 is the signal-to-noise ratio (SNR) for
a mode with an index n. According to Eq. (24) error �δ	 consists
of two components. The first component is the fluctuating error
increasing with K which is attributed to a deviation C�n from Cn.
The second component is caused by energy of unrestored modes.
It is obvious that it decreases with K.

Let us denote z2
min � min(z2

K, z2
K�1, …, z2

M) and z2
max � max(z2

K,
z2

K�1, …, z2
M) as minimum and maximum SNR in the residual mode

signal expansion. Then from Eq. (24) following inequalities can
be written down:

Thus, the normalized error μ(K) � N0�δ	/2 as function of
integer variable K lies between two majorizing functions

, 

. (25)

In Fig. 1 the typical behavior of normalized error μ(K) for three
cases is shown: a) z2

min � 1, z2
max � 1 (Fig. 1а); b) z2

min � 1, z2
max �

� 1 (Fig. 1b); c) z2
min � 1, z2

max � 1 (Fig. 1c). Also here for com-
parison the dependences of functions f1(K) and f2(K) (25) are
plotted. As test signal the signal sM(x) � exp[�α2(x � τ)2] in
basis of Hermite functions (4) was used. The generalized spectrum
of such signal has the appearance [4]
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At construction of graphs it was taken α � 1, τ � 2 and first
six modes of expansion (M � 5) were discounted. The noise spec-
tral density for Figs. 1a–1c was accepted equal 1, 0.02 and 0.2
respectively.

!
expC

n
H

2 1 1 1
/

n
n

n

n n
2 2

2 2

21 2
a

a

a

a x

a

ax
=

+
-

+ +
+

_
e d

_

i
o n

i

a)

b)

c)

Fig. 1 Normalized restoration error of a useful signal at various 
intensities of acting hindrances
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As follows from Fig. 1 under conditions z2
min � 1, z2

max � 1 the
function μ(K) is monotonously increasing (i.e., with increasing
number of processed modes the restoration error of a useful signal
(24) also increases). If z2

min � 1, z2
max � 1 then the function μ(K)

(and therefore the restoration error (24)) monotonously decreases
with increasing number of processed modes. At last, in case of
z2

min � 1, z2
max � 1 the behavior of function μ(K) becomes nonmo-

notonic. Really, having rewritten Eq. (24) as

(26)

it is possible to see that while condition z2
n � 1 holds summands

under summation symbol (26) are positive and μ(K) decreases
with increasing K. However, with the beginning of fulfillment of the
condition z2

n � 1 summands in Eq. (26) change a sign on opposite
and the error μ(K) starts to increase. The optimum number of
restored modes Kopt corresponding to the minimum restoration error
μ(K) of a useful signal sM(x) is determined by the relation z2

K � 1
(or more exactly z2

K � 1, z2
K�1 � 1) for the considered example

Kopt � 4 (Fig. 1c). Physically this is explained by the fact that
under z2

n � 1 the fluctuating error connected with restoration of
such modes is more than a deterministic component of the total
error. Therefore, further expansion of signal components s�K(x)
becomes inexpedient.

Qualitative illustration of operation of the synthesized restora-
tion algorithm (22), (23) at various types of the useful signal
observed against white noise is shown in Fig. 2. Here the original
useful signal sM(x)(M � ∞) is plotted by solid lines, the realization
of the observed data ξ(x) – by dashed lines and the restored signal
s�K(x) – by points. In Fig. 2a the useful signal is described by dif-
ferentiated function with two local maxima, in Fig. 2b – continuous
nondifferentiable function and in Fig. 2c – discontinuous func-
tion. As basic functions {ϕn(x)} Legendre polynomials (1) were
used. The number of coefficients of the generalized spectrum used
at restoration was chosen based on the condition �δ	 � 0.05 (24)
for the “worst” type of signal. As “worst” the signal for which the
coefficients of the generalized spectrum decrease more slowly with
increasing sequence number is meant (as follows from Table 1 this
type of signal will be discontinuous signal). Thereby the K value
made K � 15 (it may be noted that generally speaking K � K�opt

for the considered examples).

From Fig. 2 follows that the proposed algorithm (22), (23)
allows to restore information signals against uncorrelated hin-
drances at input SNRs’ values of the order or less �3 dB to a high
accuracy. The conducted additional researches have shown that
the mentioned algorithm can be also used for effective extraction
of signals against stationary Gaussian and Laplace hindrances
(including hindrances with high enough intensity).

4. Conclusion

In this work the restoration algorithms of signals and images on
the basis of their representation in the form of a set of coefficients
of the generalized spectrum at absence and presence of random

K M z1 1n
n K

M
2n = + + -

=

_ _i i/

distortions were considered. It was shown that the number of coef-
ficients of the generalized spectrum of a restored deterministic
signal (image) is defined by the desired approximation error at use
of one or another metrics of functional space. Herewith at pro-
cessing of continuous signals the application of Hermite polyno-
mials or functions appears the most effective. If the useful signal
is discontinuous then the construction of the generalized spec-
trum in basis of Chebyshev polynomials is more expedient.

In the presence of stationary hindrances the maximum-likeli-
hood approach in aggregate with the generalized spectral signal

a)

b)

c)

Fig. 2 Original, noisy and restored signals with various behavior
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representation in bases of orthogonal polynomials (functions) allows
to receive the restoration algorithm of signals (images) which is
rather effective (including the action of hindrances of enough high
intensity), requires the minimum amount of the prior information
(in particular, the form and other characteristics of a useful signal
can be unknown) and can be practically realized in both analogue
and digital variants sufficiently simply. Besides, in the general case
there is an optimum number of coefficients of the generalized
spectrum (relatively small because of fast decrease of the general-
ized spectrum with increasing the number of coefficient) required
for restoration of a useful signal against hindrances here.

The results obtained allow to recommend the proposed algo-
rithms for restoration of information signals and images which are
deterministic or distorted by stationary hindrances (including cor-
related and non-Gaussian) in various practical applications.

Acknowledgement
The reported study was supported by Russian Foundation for

Basic Research, research projects No. 12-01-09406-mob_z, 13-08-
00735a, and by The Ministry of education and science of Russian
Federation, projects 14.B37.21.2102, 14.B37.21.2032,
14.B37.21.2015.

References

[1] VATOLIN, D., RATUSHNYAK, A., SMIRNOV, M., YUKIN, V.: Methods of Data Compression. The Archivers’ Structure, Image
and Video Compression [in Russian], Dialog-MIFI, Moscow, 2003.

[2] Digital Processing of Computer and Television Images, Edited by Zubarev, Y. B., Dvorkovich, V. P. [in Russian], Moscow Centre
of the Scientific and Technical Information, Moscow, 1997.

[3] CHERNOYAROV, O.V., BREZNAN, M.: Optimal and Quasioptimal Algorithms of Distinction of the Compressed Images in
Bases of Orthogonal Polynomials, Communications – Scientific Letters of the University of Zilina, vol. 14, No. 2, 2012, pp. 22–26.

[4] CHERNOYAROV, O. V., BREZNAN, M., GOLOBORODKO, P. A.: The Comparative Analysis of Optimal Estimations of
Images’ Shift Parameter in Synchronous and Asynchronous Orthogonal Function Bases [in Russian], Herald of the Moscow Power
Engineering Institute, No. 3, 2012, pp. 103-109.

[5] SZEGO, G.: Orthogonal Polynomials, American Mathematical Society, 4 edition, 1975.
[6] HAZEWINKEL, MICHIEL: Encyclopedia of Mathematics, Springer, 2002.
[7] GULDAN, V., MARCOKOVA, M. Orthogonal Polynomials and Related Special Functions Applied in Geosciences and Engi-

neering Computations, Communications – Scientific Letters of the University of Zilina, vol. 12, No. 1, 2010, pp. 12–15.
[8] RICHARD, L. BURDEN, J., DOUGLAS, FAIRES: Numerical Analysis, Thomson Brooks/Cole, 2005.
[9] Adaptation in Information Optical Systems, Edited by N. D. Ustinov [in Russian], Radio i Svyaz', Moscow, 1984.
[10] The Theory of Coherent Images, Edited by N. D. Ustinov [in Russian], Radio i Svyaz', Moscow, 1987.
[11] Systems of Machine Vision, Edited by Pisarevsky, A. N., Chernyahovsky, A. F. [in Russian], Mashinostroienie, Leningrad, 1988.
[12] TRIFONOV, А. P., SHINAKOV, Y. S.: Joint Discrimination of Signals and Estimation of their Parameters against Background

[in Russian], Radio i Svyaz', Moscow, 1986.
[13] PRATT, W. K.: Digital Image Processing, John Wiley & Sons, Inc., Hoboken : New Jersey, 2007.



78 � C O M M U N I C A T I O N S    2 A / 2 0 1 3

1. Introduction

Optical bistable devices have a large number of applications
in all-optical communication systems. They are building blocks of
optical logic, memories, switches, light power limiters etc. that are
crucial parts of optical network. In this paper we focused on the
optical switches devices. Ultrafast optical switches are necessary
parts of optical network nodes in high bit rate all-optical commu-
nication networks including systems of wavelength division multi-
plexing (WDM) [1, 2]. The phenomenon of optical bistability (OB)
is important to realize nonlinear switching in FBG at a desired
wavelength. This optical phenomenon refers to the situation in
which an optical device exhibits two stable different output intensi-
ties under one given incident intensity. OB arises from the energy
exchange between light and nonlinear optical medium. It arises in
feedback structures with some loss or nonlinearity [3, 4].

Nonlinear chalcogenide glasses as the nonlinear switching
medium have advantages over other materials including ultrafast
response time [5]. Chalcogenide glasses (CGs) are based on the
chalcogen elements S, Se and Te with the addition of other elements
such as Ge, As and Sb to form stable glasses. CGs are low-phonon
energy materials and are generally transparent from near-infrared
to mid-infrared. These glasses are well-known as optical materials
with high nonlinear optical properties. High third-order Kerr non-
linearities up to 1000 times higher than those of silica glass make
them distinguished candidates for applications such as nonlinear
switching, Raman amplification, optical regeneration, parametric
amplification and supercontinuum generation [5–7].

FBG is an important component of wavelength division mul-
tiplexed (WDM) optical communication systems [8, 9]. But there

is still the problem of variable optical communication path char-
acteristics and environmental fluctuations [10, 11].We investigate
the nonlinear chalcogenide fiber Bragg gratings (FBG) as a promis-
ing device for all-optical switching. This effect can be modified
depending on the incident light power which is assumed to be due
to the optical Kerr effect. The aim of this contribution is to examine
the bistable behavior and the spectral characteristics in a nonlin-
ear chalcogenide FBG under the influence of the ambient temper-
ature theoretically. The incident intensity thresholds of the bistable
regimes are analyzed numerically to deduce possible switching
properties of FBGs based on one chalcogenide glass sample taken
from [12]. Nonlinear coupled mode equations (NCMEs) are used
to model forward and backward light waves in nonlinear chalco-
genide FBG. As the thermo-optic changes of the refractive index
usually dominate over the changes due to the fiber elongation, only
the thermo-optic effect on the refractive index is considered here.

2. Background

The nonlinear effect available in the third-order Kerr nonlinear
media results in the intensity dependent refractive index change,
which causes an intensity dependent phase modulation. When this
phase modulation is converted into an amplitude modulation the
switching can result [13].

A Fiber Bragg Grating 
FBG (Fig. 1) is fabricated by exposing an optical photosensi-

tive fiber to a pattern of UV light. This causes the changes of the
refractive index along the FBG length L periodically. In Fig.1 Iin

represents the incident light intensity, Iref the reflected intensity
and Itran the transmitted intensity. The transmittance is given as

INVESTIGATION OF THE THERMAL SENSITIVE SPECTRAL
RESPONSE OF CHALCOGENIDE FIBER BRAGG GRATING
INVESTIGATION OF THE THERMAL SENSITIVE SPECTRAL
RESPONSE OF CHALCOGENIDE FIBER BRAGG GRATING
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the nonlinear coupled mode theory are used for investigating the relationships between the spectral transmission of nonlinear chalcogenide
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the ratio between Itran and Iin as T � Itran/Iin. The key property of
gratings is that they exhibit the Bragg reflection around a designed
wavelength, the so-called Bragg wavelength λBragg. This corresponds
to the central rejection peak in the transmittance given by the
Bragg condition [13, 14]

λBragg � 2neff Λ (1)

where neff is the effective index of the fiber core and Λ is the
grating spatial period. 

FBG consists of a material, the optical parameters of which
could be affected by heat. As the FBG temperature changes, a wave-
length change defined by the shift of ΔλBragg from the original wave-
length λBragg can be observed. This change is given by

ΔλBragg � λBO (αe � αo)ΔTFBG (2)

where λBO is the FBG Bragg wavelength at a reference temperature
of TR , αe is the thermal expansion coefficient of the fiber, αo is the
thermo-optic coefficient. ΔTFBG � TA � TR , TA is the ambient tem-
perature. The FBG thermal sensitivity SFBG is defined as SFBG �
� ΔλBragg/ΔTFBG. Hence, the thermally influenced Bragg wavelength
is defined as [16]

λBragg � λBO � SFBG ΔTFBG (3)

The refractive index inside the fiber core varies along the
grating length periodically. The index variation can be expressed
as [15, 17]

(4)

Here Vn is the depth of the modulation, ν the fringe visibility,
n2 is the nonlinear index of optical fiber, E is the electric field ampli-
tude. The z coordinate denotes the grating direction. The electric
field inside the grating can be written as

(5)

where kB � π/Λneff is the wavenumber in the medium at the Bragg
resonance, F and B are the amplitudes of the transverse core mode

E Fe Be eik z ik z i tB B 0= + ~- -_ _ _i i i7 A
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eff n 2

2
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r

K
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fields of the forward and backward (counter-propagating) waves,
respectively. F and B exhibit additional slow variations as functions
of position z and time t; they are thus the envelope functions. The
carrier optical frequency at which the wave spectrum is initially
centered is marked as ω0 . We assume that |E|2 � I represents the
intensity of light. 

B Nonlinear coupled mode theory
The forward and backward light waves exist simultaneously

and satisfy NCMEs [17–19]: 

(6)

(7)

where the variable vg � c/neff represents the group velocity in the
absence of the grating. The parameter κ is the coupling coefficient
representing the grating strength per unit length. It determines the
energy ratio between the forward and the backward fields and is
defined as

(8)

The detuning parameter δ is the relation between the Bragg
wavelength (λBragg) and the carrier wavelength (λ) given as

(9)

The variable γ symbolizes the nonlinear (Kerr) coefficient (if
γ � 0 the linear regime occurs)

(10)

This parameter enters the term γ� F �2 F(or γ� B �2 B) in (6) (or
7) determining the strength of the self-phase modulation. The last
term in (6) (or 7) belongs to the cross-phase modulation.

The boundary conditions in the spatial domain are usually
chosen at the two opposite sides of the grating. The initial and
boundary conditions take the well-known form [17-19]

F � (z � 0, t) � A(t); B � (z � L, t) � 0;

F(z, 0) � 0; B(z, 0) � 0 (11)

The second of these equations indicates that the input wave is
launched only from the z � 0 position. In this paper the finite dif-
ference method (FDM) was used to solve NCMEs (6), (7).

C Optical bistability
OB is a promising way to realize an optical switch, a key com-

ponent of integrated photonic devices. The Kerr (dispersive) optical
bistability is based on coupling the feedback mechanism in a non-
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linear optical medium that exhibits a change in the refractive index
as a function of incident light intensity. Fig. 2 shows the shape of
the curve representing OB as the following change of the trans-
mittance (T) as a function of the incident intensity (Iin).

While Iin is pumped slightly the system behaves as linear until
reaching the point IB (the switch-on threshold). Here the output
intensity makes a sudden jump to the upper branch of the hystere-
sis loop. When the optical intensity decreases from high values, it
can return to the lower branch at the switch-off threshold (IA , Fig.
2).The width of the hysteresis loop is defined as the difference
between the switch-on (IB) and -off (IA) thresholds. Let us call the
state of a linear increase of Iin as the “OFF“ state and the state of
a sharp rise in Iin for Iin � IA as the “ON“ state. The transmission
difference between “ON” and “OFF” states is the so-called on-off
contrast. The width of the S-shaped curve (the so-called hysteresis
width, w) is the difference between the switch-on (point IB) and
switch-off (point IA) intensities. The middle branch of the S-curve
is unstable against amplitude fluctuations due to the negative slope
of the transmittance curve.

3. Results and numerical simulations

Here we present the simulation results and discuss the bistable
behavior and the threshold of optical switching intensities in non-
linear chalcogenide FBGs. Then, the spectral responses of nonlin-
ear FGBs at different incident intensities and at varied temperatures
are numerically investigated. The experimental data necessary for
numerical studies were taken from [12, 20]. The parameters of
As2Se3 chalcogenide used in the simulations are in Table 1. 

We investigated OB in the 3rd transmission spectral window
of the optical communication WDM systems. The Bragg wave-
length was positioned at the wavelengths of λBragg1 � 1550.12 nm
and λBragg2 �1552.52 nm representing telecommunication C-band
channels of the 100 GHz and 50 GHz channel spacing grid
according to G.694 ITU-T standard. The neighboring channel sep-
aration in the vicinity of 1550 nm for the 100 GHz (50 GHz)
channel spacing is 0.8 nm (0.4 nm). In our investigation we assume

50 GHz channel spacing.We suppose the stationary behavior of
the nonlinear system. Then NCMEs (6) and (7) have the form

(12)

(13)

A Transmittance versus incident intensity
Fig. 3 shows the nonlinear characteristics for As2Se3. The

detuning parameter δ � 0, that means λ � λBragg . We observe the
change in the transmittance: when the incident intensity increases
from zero, the transmittance traces the lower branch of the line
until the input intensity achieves the switching point, where the
output makes a rapid jump to the upper branch. From this figure
it is clear that the change in the Bragg wavelength does not cause
a considerable change in the bistable curves. The S-shapes, the
transmittances, switching intensities, the hysteresis widths and the
on-off contrasts are very similar.  

B Investigation of spectral responses
The possible distortions of spectral responses may occur in

the OB incident intensity regions. Figs. 4 and 5 show the trans-
mittance spectra of one samle of nonlinear chalcogenide FBG with
the incident intensity as a parameter. The transmittance spectrum
of linear FBGs is shown for the comparison (the dashed line). In
the linear regime (γ � 0), the grating response does not depend
on the incident intensity. As seen from the figures, the spectral
curve is symmetrical on both sides of λBragg at which a pronounced
central transmittance minimum occurs. The simulations were carried
out for changing the difference Δλ � λ � λBragg of the carrier wave-
length λ and the Bragg wavelength λBragg from Δλ � �0.2 nm (λ �
� 1552.32 nm) up to Δλ � 0.2 nm (λ � 1552.72 nm). Two cases
for the same sample of chalcogenide nonlinear FBG were studied
in more details: the incident intensity Iin � 100 MW/cm2 (Fig. 4)
and Iin � 230 MW/cm2 (Fig. 5).
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Fig. 2 The optical bistability curve

Parameters of FBG and CG taken from literature [12, 20] Table 1

Grating length L 1 cm

Depth of the modulation Vn 1	10�4

Bragg wavelength λBragg1 1550.12 nm

Bragg wavelength λBragg2 1552.52 nm

Carrier wavelength λ (λBragg � 0.2) nm

Fringe visibility ν 1

Effective index As2Se3 neff 2.81

Nonlinear index As2Se3 n2 14	10�14 cm2/W

Reference temperature TR 10 [°C]

Ambient temperature TA �8,15� [°C]

Thermal expansion coefficient αe 4.10�6 [K�1]

Thermo-optic coefficient αo 21.10�6 [K�1]
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At the incident intensity of 100 MW/cm2 the transmittance is
very low and the system behaves almost as linear. However from
Fig. 4 we can clearly see that nonlinear variation of the refractive
index shifts the transmittance spectrum toward longer wavelengths
and the change of the shape of the spectral curve (SC) occurs. We
observe the SC narrowing for wavelengths below but near to λBragg

(Δλ � 0) and enlarging for wavelengths above λBragg (Δλ � 0). The
side lobes are shifted to higher Δλ. 

The incident intensity of 230 MW/cm2 corresponds to the
case when two transmittance states are possible for the same inci-
dent intensity. Fig. 5a) corresponds to the ”ON” state, Fig. 5b) to
the ”OFF” state. It is obvious that the nonlinearity causes the dis-

tortion of the spectrum in the ”ON” state and the distortion and
the shift toward higher Δλ in the ”OFF” state. The spectral change
between ”ON” and ”OFF” states was found to be Δλ � 0.019 nm
that is smaller than the WDM channel spacing. Therefore, no
problems with the undesirable channel switching between ”ON”
and ”OFF” states are expected. 

C Investigation of spectral responses by the temperature influence
Here we investigate the impact of ambient temperature on the

nonlinear chalcogenide FBG spectrum. The same sample parame-
ters as in Table 1 were used. Figure 6 shows the OB curve for five
different values of the ambient temperature. We observe that the
temperature change has a great influence on the curve OB and the
width of the hysteresis of on – off contrast. In Fig. 7 the bistable
behavior for the input intensity of 255 MW/cm2 was simulated at
“ON” and “OFF” state at varied ambient temperatures.

Fig. 3 FBG transmittance versus the incident intensity calculated as the
time-independent solutions of NCMEs. The comparison of the optical
bistability curves for chalcogenide FBG at the Bragg wavelengths of

λBragg1 � 1550.12 and λBragg2 � 1552.52

Fig. 4 Transmittance spectra of the As2Se3 nonlinear FBG at the
incident intensity of 100 MW/cm2 (solid line) and for the linear FBG 

of the same parameters (the dashed line)

a) “ON” state

b)“OFF” state

Fig. 5 Transmittance spectra in the “ON” (a)) and “OFF”(b)) states at
the incident intensity of 230 MW/cm2 (solid line) and for the linear

FBG of the same parameters (the dashed line)
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From Fig. 7 we conclude that spectral curves do not change
in shapes, but the shift occurs. If the temperature is increased by
5 °C, there is a shift of � 0.186 nm. The variation of approx. 12 °C
shifts the spectrum by more than 0.4 nm. This value corresponds
to the spacing of the 50 GHz WDM grid in the vicinity of the
1550 nm wavelength. Then the FBG temperature change may affect
FBG spectrum and channel switching in WDM systems may occur.

4. Conclusion

In this article, optical switching based on optical bistability in
nonlinear chalcogenide FBG is investigated. The sample of As2Se3

is numerically studied as a FBG medium. The nonlinear coupled
mode equations are applied to analyze the optical bistable behavior.

Numerical results are gathered using the finite difference method.
The shape of the hysteresis loop is considered from the point of
view of optical switching. The influence of the detuning of the
carrier and the Bragg wavelength on the optical bistability behavior
and the threshold of the incident switching intensity is showed.
Spectral responses of the investigated FBGs are numerically studied
and shown to be distorted at some investigated input intensities
causing the nonlinearities. We found that the temperature change
the linear shift in the spectrum of wavelengths that can affect
switching channels in the WDM systems. 
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a) 

b)

Fig. 6 FBG spectrum at varied ambient temperature 
a) TA in the range from 8 °C to 12 °C  and b) TA in a narrow 

temperature range from 9.8 °C to 10.2 °C

a) 

b)

Fig. 7 FBG spectrum at varied temperatures, a) ”ON“ state and 
b) ”OFF“ state
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1. Introduction

There has been great interest in optical sensors in recent days.
A large attention is given to sensors based on Bragg gratings and
periodical structures made inside the fiber [1], or other optical
materials [2] but also the fiber sensors based on intermodal inter-
ference [3] has the potential. For construction of these sensors
optical fibers with different geometrical and propagation parame-
ters can be used [4, 5]. Especially interesting fibers for sensor con-
struction based on intermodal interference are those with photonic
structure [6] due to the unique guiding mechanisms. In photonic
crystal fibers (PCFs) can be observed the interference of two core
modes [7], or the interference of two modes spreading in different
areas of fiber. First approach is not very suitable for sensor con-
struction due to critical launching and polarization conditions. In
contrast, sensors based on second approach enjoy greater popular-
ity in the sensor community. Sensors based on interference of modes
spreading in different cores (two cores and more cores fibers) [8]
have low temperature dependence due to the same material and are
suitable for measurement of parameters as a curvature, a strain and
a pressure. But usually, these structures are not suitable for mea-
surement of external refractive index. In contrast, the interference
of core and cladding mode is suitable, except the above-mentioned
parameters, to measure the refractive index [9].

Here, we propose a modification of core-cladding intermodal
interferometer for refractive index sensing based on double cladding
photonic crystal fiber as a sensing element. First cladding allows
fundamental mode propagation only (endlessly single mode prop-
agation). Second cladding consists of ring of holes located close
to the cladding-surroundings interface. Since the average refrac-
tive index of the ring is higher than basic material of the fiber the

“cladding” mode propagates through the holes. This makes the
transmission of the sensing element dependent on the refractive
index of the external environment. By suitable choice of refractive
index of second cladding holes, it is possible to investigate the
external refractive index in the region where phase constants of
interfering modes show an extreme [10] – center of interference
(equalization wavelength) in spectral region. The sensing element
can operate at different wavelengths as well as coated with thick
films made of variable index materials.k

2. Intermodal interference

Light in an optical fiber propagates by means of modes of
electromagnetic fields. A particular mode propagates with phase
constant β which depends on parameters of an optical fiber sur-
roundings and can be different for particular modes. The phase con-
stants difference allows observing intermodal interference under
special conditions.

The signal s generated by a quadratic detector at the end of
the fiber (length of z) can be expressed as

(1)

where c(x,y) is the detector sensitivity, ψi(x,y,z) are the functions
describing the propagating modes and are equal to ψi i,0(x,y) �
� exp(jβi z), where ψi,0 are the modal functions, βi are the phase
constants of particular modes, x and y are the coordinates perpen-
dicular to the direction of the propagation, S is area on which the
modal function is nonzero and * denotes complex conjugation. 
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Expression (1) can be rewritten as

(2)

Δβlk � βl � βk is phase constants difference. The first integral of
Eq. 2 represents the sum of particular mode intensities. The second
integral of Eq. 2 is the interference term. It is clear that while the
sensitivity c does not depend on coordinates its value is zero,
because

for  l 
 k (3)

It means that the intermodal interference can be observed only
when the detector sensitivity is not uniform or when the eigen-
functions are transformed into non-orthogonal functions. 

We let φ � Δβz be the total phase difference accumulated
along the intermodal interferometer. 

While an external perturbation is imposed on the sensing
element phase changes by the amount of dφ. The physical quanti-
ties (temperature, strain, pressure and refractive index n of sur-
rounding medium) can lead to phase changes. 

The resulting phase change depending on the refractive index
of surrounding medium can be written as [11] 

(4)

where Tn is the quantity of refractive index that introduces a 2π
phase change. So, the smaller the Tn , the greater the sensitivity. 

3. Methodology

The proposed structure of double cladding photonic crystal
fiber is shown in Fig. 1. 
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Diameter of core is 9 μm, the first holey region diameter is
65 μm and the second cladding, consisting of ring of holes, is
located close to the cladding-surroundings interface. First cladding
holes are filled by air with refractive index 1. Only one mode is
propagated by the core of this structure. Refractive index of second
cladding holes is 1.4602. So the average refractive index of the
ring is higher than basic material and light (or cladding mode) is
propagated through the ring (Fig. 3). Since the ring is close to
cladding-surrounding interface the change of refractive index of
surrounding will change the phase constant of mode propagation
through the ring and thus it changes the character of modal inter-
ference.

To calculate modes in PCFs one needs to use numerical
methods because of the complexity of the structure in PCFs. There
have been several numerical methods invented throughout the time
period of PCFs and even before. Some of them solve the wave
equation and others solve directly the Maxwell equations without
any assumptions for dielectrics. Although these methods differ they
have one feature in common – they all use spatial mesh which dis-
cretizes simulated structure or simulation area into a finite set of
points. Naturally, methods for discretization also differ and each
is suitable for particular problem. The most known is the Finite
Element Method (FEM) which discretizes the structure based on
its complexity (Fig. 2a). From the user’s view of point it is possible
to setup the number of calculated points per domain. Second most
used method for creating mesh is regular mesh with equal differences
between neighboring points. This type of mesh does not depend
on the shape of structure and usually has option of override mesh
over complex regions (Fig. 2b).

One of the approaches of solving electromagnetic problems is
Finite Difference Time Domain (FDTD), based on Yee algorithm
(5). The mathematical relationship of the electromagnetic fields
radiated by time-dependent current or charge densities is governed
by Maxwell’s equations. These are discretized using central differ-
ence approximations to the space and time partial derivates. The
resulting finite-difference equations are solved. So we simplify the
vectorial equation taking just one component and rewrite it to dis-
crete form taking the central difference approximations for both
temporal and spatial derivatives [11]

(5)

We used FDTD method based commercially available software
MODE solutions (Lumerical Inc.) to perform the simulation.

The whole process of simulation in this software enviroment
consists of two main parts. First is the layout part for drawing the
structure, setting the material properties (Sellmeir coefficients and
experimental data in our case), setting mesh and definition of bound-
ary condition (PML). The other part is the analysis, where the modal
properties of the structure are calculated. In purpose of intermodal

/ /

/ /

t

E k E k

x

H k H k

t

H k H k E k E k

x

1 1 2 1 2

1 2 1 2 1

/ /

/ /

x
n

x
n

y
n

y
n

y
n

y
n

x
n

x
n

1 2 1 2

0

1

0

1 2 1 2

f

n

D D

D D

=-
+

+ - -
=

-

- - -+ -

+ + +

_ _ _ _

_ _ _ _

i i i i

i i i i

Fig. 1. The double cladding structure of PCF in quadrant (0,π/2)
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interference investigation it is necessary to choose suitable modes.
In case of core mode it’s quite simple, but cladding mode can be
chosen only based on some physical parameter like polarization,
overlap value etc. After that we are able to sweep the mode prop-
erties through the frequency or wavelength spectrum.

4. Results and discussion

Since the mode in the second cladding is guided in the wave-
guide that is formed by glass – air interface the change of sur-
rounding refractive index will also change its phase constant. This
causes a shift in the interference fringes. Immersing double cladding
PCF into the water (n � 1.317), we created glass – water wave-
guide and we simulated the spectral response. Similarly, we replace
the water for higher refractive index substance (n � 1.367). Com-
parison of spectral responses is shown in Fig. 4.

In the case of glass–air interface the extreme of phase con-
stants difference appears at 952.12 nm (blue curve), for glass–water
interface is the extreme at 941.06 nm (red) and for glass – sub-
stance interface at 935.64 nm (green). If we consider the length
(1.8 cm) of double cladding PCF, the interference between these
two modes could be interpreted in the form of interference terms
(Fig. 5).

Equalization wavelength dependence on external refractive
index changes is shown in Fig. 6. There is also drawn a prediction
of the dependence.

Similar to core-cladding interferometers the structure is insen-
sitive (weakly sensitive) to changes of the refractive index of air
[9]. But the structure is significantly more sensitive to changes of

a)

Fig. 2. Finite Element Method mesh (COMSOL 4.2.0), Regular mesh (MODE solutions 3.5a)

b)

Fig. 3. Power flow distribution in linear scale of core (fundamental)
and selected cladding mode for wavelength 1600 nm 

Fig. 6 Equalization wavelength dependence on external refractive 
index changes (points) and cubic spline interpolation
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refractive index of water (substances based on water). The equal-
ization wavelength can be determined with accuracy better than 
1 nm [12] so it is possible to determine the changes at 0.0095
refractive index units. 

5. Conclusion

We propose a modification of core-cladding intermodal interfer-
ometer based on double cladding photonic crystal fiber as a sensing
element. Main advantage of this structure is the possibility to

investigate the external refractive index in the region where phase
constants of interfering modes show an extreme. Moreover, data
obtained from the simulation shows that the sensor element can
also be used to measure the refractive index of water-based sub-
stances where conventional core–cladding interferometers are
insensitive.
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1. Problem declaration

The elaboration of ITS (Intelligent Transport Systems) stan-
dards strongly supported by common European policy is relatively
successful. It is possible to identify about 180 active standards
within European standardization committee CEN/TC278 at present.
Together with ISO/TC204, there are more than 310 standards.
Some of them are being elaborated, some are under revision and
a significant part of standards has been finished. They are focused
on the different market applications, starting from CEN/TC278/
WG1 “Electronic Fee Collection” (EFC) up to the ISO/TC204/
WG16 “Wide Area Communications/Protocols and Interfaces”
(CALM) communication standards as examples.

There are two basic problems limiting successful utilization of
ITS standards in real praxis. They are very complex (in general,
a standard often has almost 100 pages). There are more or less
20 000 pages of ITS standards, which is a huge quantity for com-
prehensive reading. The standards are frequently written in the Uni-
versal Modelling Language (UML) or eXtensible Markup Language
(XML) conventions and they need an advanced reader. Even for
experts in ITS standardization it is often difficult to follow such
a complex set of standards. Generally said, standards are not read-
able at all, it is a problem especially for investors and decision
makers.

This article gives short overview about fundamental models
describing complex ITS systems. Briefly describes principles of
knowledge system developed in the frame of ZNALSYS project
supported by Ministry of Transport of the Czech Republic. Main
focus is on ontology; especially domain-oriented ITS ontology. New
hybrid method is explained. It uses not only terms creation based
on different ITS dictionaries but ontology is completed by terms
coming from object-oriented models of standards describing pro-
cesses within them.

2. User-oriented web applications

The fundamental goal of presented research is linked to end
user who needs to find out appropriate information within set of
standards. The ontology enables to create semantic meaning of the
term which is under his/her consideration. Web searching mech-
anism looks for these qualified questions. Their quality is done by
the quality of ontology.

The aim of the user-oriented web application is to satisfy users
and to ensure their positive experience with the application. Ref-
erence [1] shows that the users never spend more than 50 % of
their on-line time with any web application. Any user is more sat-
isfied if he is carried out through given subject by fixed rules.
Domain-oriented ontology provides a fixed taxonomy with well-
defined semantic meaning of terms as shared framework of stan-
dards. Web-oriented search system was tested in practice in the
frame of ZNALSYS research project supported by Czech Ministry
of Transport. Brief look at the semantically oriented web-search-
ing system is presented in chap. VII.

3. Model of ITS systems

ITS systems (IT systems generally) are modelled by data models.
These models identify and describe a part of real word formally (with
help of mathematics, formal text, graphs …) using terms like entities,
relationships etc. Data models are created on some abstraction
levels:
� Conceptual model (which is also called the semantic one) is sit-

uated at the highest level. The model is not dependent on the
specific programming language or software/hardware platform.
Crucial entities and relationships are identified in this model.
The typical representative is just E-R model (Entity-Relationship
model).

SEMANTIC WEB RELATED TO ITS SYSTEMSSEMANTIC WEB RELATED TO ITS SYSTEMS

Pavel Pribyl – Vit Fabera – Vladimir Faltus – Lukas Tyfa *

Abstract: This paper describes a way to better navigate in an ever increasing number of standards in the field of ITS. Short overview about
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� Logical model is expanded conceptual model and it is created
by adding specifications of entities, attributes and relationships.
Ranges of values and parameters of attributes are specified. The
model is still independent on the technological platform.

� Physical model is adapted to the realization. Structures suitable
for implementation are created and technical details are added
to realize IT.

Three well-known data models are:
� E-R model (Entity-Relationship model) is a conceptual model used

in the database area. They are described by E-R diagrams. E-R
diagrams contain entities, relationships and attributes. Top-down
method is usually applied when E-R model is created (modelled
subject is decomposed into smaller parts until indivisible enti-
ties are identified). 

� Relation model is derived from E-R model. All entities and rela-
tions are implemented by (database) relations. Relational algebra
defines operations over relations.

� Object-oriented data models are used to describe real world systems
when objects are searched to be similar to objects in real world.
Object is a real or abstract entity containing data (attributes)
and descriptions how to manipulate with them (methods). The
object is defined by its state, behaviour and its identity.

Object-oriented models are notated with UML. UML uses struc-
ture diagrams (Class diagrams, Component diagrams …) and behav-
ioural diagrams (Activity diagrams, Use case diagrams …).

In connection with other considerations, we will stream to
create a semantic domain-oriented model of ITS. To do this exactly
we will use object-oriented models to be more precise.

4. Role of ontologies

The ability to search and fuse information from heterogeneous
standards significantly contributes to the discovery of added value
knowledge that is unreachable using classical searching methods.
In order to provide an efficient information mining from standards
a knowledge-based model is an optimal solution. Using an ontology
approach, a coherent, consistent and non redundant knowledge
model could be designed.

In information science, ontology is defined as a formal repre-
sentation of knowledge as a set of individuals (instances, terms),
classes (concepts), attributes, and relations between those concepts.
Instance depicts the basic object and it is indivisible. In the sense
of the paper an instance unit of text in an extract could be repre-
sented as a semantically uniform term. It is also possible to speak
about hierarchical categorization which describes the same model
as the ontology is.

In theory, an ontology is a “formal, explicit specification of
a shared conceptualization”, [2], expressed as a shared vocabulary,
which can be used to model a certain area. There are universal
ontologies, as for example SUMO (Suggested Upper Merged Ontol-
ogy). SUMO ontology creates high-level ontologies for different

domains – finance, computers, geography, transport etc. and it is
too generic to help us mining appropriate information from stan-
dards.

It is possible to divide ontologies into following groups:
� Terminological ontologies – they are used especially in librarian-

ship and in next regions oriented to text sources. Terms play
crucial role, relations carry taxonomies, i.e. specify relationships
of general or special terms.

� Information ontologies – they are superstructures over relational-
database sources; they ensure conceptual abstraction level nec-
essary to conceptual querying.

� Knowledge representation (KR) ontologies – classes and instances
are systematically defined using formal language.

According to the subject of formalization it is possible to use
next classes:
� Domain ontologies – are the most used ones, they are focused

on the specified area;
� Generic ontologies – they describe general concepts and relations

across several areas;
� Task ontologies – ontologies that (unlike the other ontologies

covering the state) are focused on deduction processes, diagno-
sis etc.;

� Application ontologies – ontologies that are focused on the spe-
cific application, they involve both domain and task ontologies.

In the following consideration we will present methodology
how to create domain-oriented ontology focused on ITS systems.

A. ITS standards and ontologies
The design of methodology should start under assumption that

it is possible to define the ITS systems, including their boundaries
over which it is realistic to create ontology. Selected assumptions
that influenced the development of methodology are summarized
and commented in the following text:
� Analyses show that no complex domain ontological model has

been created for the present to conceptualize terms over all ITS
area. It is not realistic to finish it in next years due to complex-
ity and dynamics of ITS field.

� Next, generic ontology is too general to be used practically.
� Domain and application ontologies can be used in practice.

Ontologies are known to be used in the area of location-based
services, [3] or to analyze research documents, [4].

� Analyses created within ZNALSYS project show that it is better
to focus on domains which are described by generally accepted
form. ITS standards have this form.

� The advantage of ITS standards is their similar syntactic form
(structure) – the documents are more or less formalized and
have therefore formally similar structure.

Created ontology only describes a fraction of hierarchy of
concept of ITS terms in ZNALSYS project. Tree structure of this
hierarchy captures subordination of concepts but no additional
relations and no additional assertion about concepts and terms.
Just relations and terms in the first-order logic are basics of knowl-
edge.
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5. Domain-oriented ontology – new approach

Authors describe several methodologies how to construct
ontologies, [5]. Presented methodologies both depend on areas
to cover by ontologies and on the way how the reality is informally
described. The METHONTOLOGY, [6], is a suitable technique
for our purposes. This methodology describes the ontology creation
in eight tasks (steps). The first four tasks represent coarse steps of
the ontology creation process, the tasks number 5 – 8 determine
how to define relations, attributes etc. in details.

The first possibility is to build a glossary of terms to be included
in the future ontology. This task has been already done for ITS
because the Czech and English explanatory dictionary of ITS ter-
minology had been published, [7]. It will also be able to extract
Concept taxonomies (task 2) and ad-hoc binary relations (task 3)
from this dictionary.

ITS Standards are specific and well-structured documents. Our
idea is to find sets of typical (and analogous) statements in ITS
standard and then to collect a set of rules how to transform these
typical statements into first order logic sentences.

There is a wide discussion within literature whether is better
to create ontology based only on “terminological” procedure (as
described above) or is it better to use object-oriented models. The
newly proposed procedure is not based on the approach “either/or”,
but it is complementary approach based on hybrid model. It uses
both components but in the three stages: 

� (A) The basic ontology is created by using terms which are usually
defined at the beginning of the standard. They can be corrected
and supplemented according to technical dictionaries. The output
from this stage is hierarchically organized tree of terms.

� (B) The standards are described as object-oriented models, i.e.
for a specific process described in a standard the model is created
using object-oriented diagrams. Expert or knowledge engineer
decides whether to use object-oriented models and which kind
of model will be used (structure diagrams and/or behavioural
diagrams, e.g. class diagrams, activity diagrams, sequence dia-
grams, etc.). These models reveal number of new terms. 

� (C) Basic ontology (A) is completed by new terms generating
by object models (B) and the semantic meaning of all terms is
unified.

Fig. 1 Hybrid model of creation of domain ontology for ITS
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The model created according to this algorithm is valid gen-
erally, is well-comprehensible and verifiable. It covers ITS domain
more complex by unmasking terms which are not present in
primary model (created ad-hoc). Newly found terms are subse-
quently included in knowledge map. Knowledge map creation is
not necessary but its graphical form makes possible back verifica-
tion of hierarchy and the completeness of the semantic model.

The creation of the basic ontology is depicted in Fig. 1. First
stage uses terms defined in standards or in dictionaries. There are
minimally two disadvantages: terms coming from standards or
dictionaries did not cover the whole area and in addition they have
not any hierarchical structure. The structure has to be created more
or less intuitively. The advantage is to acquire many new terms.
Using Mind Map graphical tools helps to prepare best possible
hierarchy and better understand a structure of a system.

Second version of ontology is elaborated on the basis of models
of standards. Models are usually created with help of CASE tools,
for example Enterprise Architect. It is possible to use static descrip-
tion like Class diagrams or dynamic description (Activity diagrams,
State diagrams). The deployment of knowledge expert is neces-
sary to build up suitable diagrams.

On the other hand, these diagrams can detect many disadvan-
tages in created ontology so we consider adding, verify or correct
terms on the basis of object-oriented model (OOM) in these
hybrid models. If it is very difficult to create OOM due to com-
plexity of concrete standard it is recommended to use different

kinds of simplification. This approach is possible to see in Fig. 1.
As a result of this stage is that the missing terms are added into
ontology.

6. Test of proposed method

In the verification stage of proposed method, which should
take in account both the above approaches (see A and B) a few
standards will be analyzed, i.e. the standards of group CEN/WG1
“Electronic Fee Collection”: 14906 “Application interface for
DSRC”, 14907-1, 2 “Test procedures”; 17574 “Safety frames” and
17575 “GNSS interface”. Only first two will be explained more in
detail.

A. Domain ontology – terminology based approach
As primary source of terms, design of basic ontology uses

standards which cover domain of our interest. Keywords are listed
at the beginning of standards. Very good source is also technical
report ISO/DTR 14812 “ITS glossary of standard technologies for
the transport information control sector”. This rather older docu-
ment (2002) could give good overview on 350 pages. 

The basis for Czech ITS domain-oriented ontology is “Termi-
nological dictionary” prepared by SDT (Traffic Telematics Asso-
ciation) which include several hundred (450 pages) of terms
organized in the clusters according to WG in the CEN committee.
Fig. 2 depicts small part of the chapter “Electronic fee collection”.

Fig. 2 Terms and their definition (semantic meaning) also in Czech language
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Practical experience shows that terms are usually (significantly)
different from the following aspects:
� level of detail (while one term describes insignificant detail, other

may describe system properties);
� frequency in the documents (importance);
� semantic meaning (that is often different according to the

context).

B. Domain ontology – object-oriented model of standards
This chapter clarify topic B – “The standards are described as

object-oriented models”. ISO DIS 14 906 and 14705-1 will demon-
strate the process of simple object-oriented model. The aim is to
process simplified model of standard, in the first stage as model of
classes as it is known in UML.

In order to distinguish the differences of subjects among mul-
tiple standards, the standard 14906 is first analyzed, which almost
exclusively addresses the manner and form of communication
between on-board unit (OBU) and the infrastructure facilities (RSE).
Standard 14 705-1 is focused only on testing of OBU and RSE.

A closer look at Fig. 3, it is evident that the connection is first
initiated by “EFC Transaction Model” block whose parameters are
transmitted in the “Application Content” block. After establishing
and confirming the connection, the data exchange itself follows,
while a rough diagram of the transaction is in the first “EFC Func-
tions” block, followed by two blocks of the same name with more
and more detailed description of the transmitted data.

“EFC Attributes” block describes parameters that are trans-
mitted in data files and “Data Group” block clusters it into blocks.

Relatively small and unspecific mention is about security (“Secu-
rity” block).

Discussion to “model” of standard 14906:
� This simplified model (more activity diagram than class diagram)

gives a good idea about the possible creation of knowledge-
based segments linked to appropriate terms.

� There is a problem with a link to ontology – in terms of creating
entities in a real standard there is necessary to logically identify
potential knowledge unit (KU) and a KU with unambiguous
interpretation of the meaning ⇒ it can be inferred that the
“blind” creating of model of standard without accordance with
pre-built ontology or real needs would not lead to the goal of
developing the most competent ontology.

� In this configuration and at this level of resolution it is neces-
sary to still think how competency questions may be formulated.
Respective terms need to be targeted to help to prepare com-
petitive question.

Further examined standard, see Fig. 4, describes the test pro-
cedures of dedicated short-range communication. The structure is
clear, there are three parallel testing procedures consisting of
practically the same blocks.

Discussion to “model” of standard 14705-1:
� Model is similar to Classes diagram, but it is not the same. Terms

linked to testing can be formulated very well at the highest level.
� If it is necessary to expand a list of terms and to go more in

detail, more detailed descriptions of each test will be needed
and detailed model shall be formed as Fig. 4 shows.

� Next group of terms can be directed to the requirements for cer-
tification and documentation requirements for DSRC testing.

Fig. 3 Structure and logical relation as model of 14906 (product-oriented standard)
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Fig. 4 Structure model of 14 705-1 (standard for testing)

Fig. 5 Example of knowledge unit provided by Czech web application
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� The disadvantage of this simple model is that the created ontol-
ogy is rather general. Nevertheless to go more in a detail within
different tests described in standard will significantly extend
levels of ontology.

7. Pilot application of semantic web

The basic aim of the pilot application was to present knowl-
edge units (well defined short texts of standard linked to ontology)
for selected categories of users. The web application promoted the
use of knowledge units (KUs) in ITS standards, see Fig. 5, so the
ontology model and its units (terms) have offered not only the def-
initions, but also the links to the knowledge units through com-
petitive questions. The end user found out a set of KUs according
to his questions and KUs gave him overview about a problem
which is under solution.

The web-oriented search engine was worked out to mind out
much focused knowledge contained in the standards. The result
was in a form as an on-line application with the possibility to start
with a term or uncertain need and to end with a set of knowledge
units coming from the source standards. 

The web application promoted the use of ITS standards on
a simple way available for non-experts too.

8. Conclusion and next works

The article presents the hybrid model of creation of domain-
oriented ontology of ITS systems. The basic idea is built on ITS
standards. These standards cover significant part of ITS applica-
tions. Standards are also very proper due to their context form
which is very similar also for very different applications.

In theory, an ontology is a “formal, explicit specification of
a shared conceptualization”, expressed as a shared vocabulary,
which can be used to model a certain area. ITS systems are usually
connected through data interfaces and it works quite well. On the
other hand there is not commonly used ontology covering this area.
It means that there is no interface on semantic level.

Presented hybrid model uses two basic steps. The first one,
more traditional, creates fundamental ontology coming up from
different technical dictionaries containing appropriate terms of dis-
cussed domain. This basis is completed and verified by new terms
derived from object-oriented models within step two. In terms of
finding out terms which could complete basic ontology, the sim-
plified models of standards are developed by experts.

The idea of this approach is under discussion with Japan. The
ministry MLIT provides some financial support to bi-lateral project
oriented to formulate ontology of ITS systems. Czech experts will
discuss next development of proposed methodology in Tokyo in
April this year.
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1. Introduction

Inductively coupled RFID (Radio Frequency Identification)
systems [1] are being widely used for marking of goods and
animals, in access control system, bus tickets and data acquisition
systems etc. In these applications the reading range of RFID
transponder is not extremely long and the quality factor Q of the
transponder resonant circuit is relatively small. Mostly Q � 15 [2]
for identification cards in accordance with the standard ISO 14443.
The requirements for accurate tuning of the transponder resonant
frequency are not generally critical.

If the required reading range of the RFID transponder must
be essentially longer, for example, if underground engineering net-
works are marked by the RFID transponders [3], the reading range
can be increased by increasing of transponder coil area together
with increasing of transponder resonant circuit quality factor [4].
Then inaccurate tuning of the transponder resonant frequency can
make the data transfer from the transponder to the RFID reader
impossible because the amplitude modulation of carrier signal fades
out on the critical resonant frequency of the transponder.

2. Mathematical model of inductively coupled RFID
system

The mathematical model was created to calculate system para-
meters in design process of RFID system, to analyse the influence
of inaccurate tuning of reader and transponder resonant frequen-
cies and to estimate maximum reachable reading range. The model
goes out from the general schematic diagrams depicted in Figs. 1
and 2. Simplification of the model is given by the neglecting of

RFID transponder chip nonlinearity. These chips usually include
a voltage limiter in the form of two anti-serially connected Zener
diodes in parallel to the transponder resonant LC circuit which
limit the voltage across the chip to values about 14 – 15 V peak –
to – peak. Therefore, this mathematical model is suitable to cal-
culate RFID features when the limiter is not in operation, i. e.
when the distance between RFID reader and transponder is rela-
tively long.

2.1 Dynamic model

Let the transponder have two-state (0 and 1) modulator and
the modulation frequency is 1/64 of carrier frequency, i. e. fMod �
� f/64. We denote R(t) � RP if the modulator is in state 0 and
R(t) � RM if the modulator is in state 1. Let the modulator be con-
trolled by the Data(t) function according to equation (1). The
resistance of RFID chip is then given by function (2). Let the exci-
tation signal of the RFID reader be given by function (3).

(1)

R(t) � Data(t)RP � (1 � Data(t))RM (2)

u(t) � U sin(2π ft) (3)

The model in Fig. 1 can be described by a system of 2nd order
linear differential equations (4) which has not constant coeffi-
cients [5].
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(4)

2.2 Static model

This model considers only steady states of the RFID system
modulation process. This is symbolically represented by selection
of resistance value R (see Fig. 2) from two elements {RP , RM} i. e.
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R � RP when modulation switch is in the logical zero state and 
R � RM when modulation switch is in the logical one state. The
resistance RP represents energy consumption of the RFID chip
and the resistance RM represents the additional damping of reso-
nant circuit when the actual data bit is in logical one state.

Going out from Fig. 2 we can create the next system of equa-
tions

(5)

which can be solved by application of the Cramer’s rule. Then the
loop currents I1, I2 are given by (6) and (7).

R j L
j

j U

j MI R j L
j RC
R

I

I

C
MI1

1
0

P R
R

T T
T

1

21

2

~
~

~

~ ~
~

+ + =

- + +
+

-

+ =

e

e

o

o

Fig. 1 Dynamic model of RFID system

Fig. 2 Static model of RFID system
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The voltage at the demodulator input in Fig. 2 is given by (8)
for modulator switched to logical zero and by (9) for modulator
switched to logical one. Note that M is the mutual inductance of
reader and transponder coils LR and LT , M � k ��LRLT , k is cou-
pling factor and ω � 2πf is angular frequency.

Going out from equations (8) and (9) we can calculate the
modulation depth of amplitude modulated signal at the input of
RFID reader demodulator:

(10)

3. Measurement of the RFID chip parameters

To determine the resistances RP and RM a measurement of
RFID transponder chip EM4100 (manufactured by EM Micro-
electronic – Marin SA, Switzerland) was performed according to
Fig. 3.

The equivalent resistances RP and RM are calculated from the
measured voltages U2M and U2P (see Table 1) for RS � 110 Ω
according to equations (11) and (12).
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For simplicity, the RFID chip EM4100 will be approximately
modelled by the resistances RP � 16 kΩ and RM � 1.6 kΩ (Figs.
1 and 2).

4. Graphical results

The calculations according to equations (4) and (10) were
performed for these parameters of RFID system:
� Voltage of signal generator U � 10 V, frequency f � 125 kHz
� CR � 1.621 nF, LR � 1 mH, RR � 15.7 Ω, i. e. reader resonant

frequency is 125 kHz, quality factor of LRCR tuned circuit is 
QR � 50

� CT � 1.621 nF (or variable if the resonant frequency of
transponder fT is variable), LT � 1 mH, RT � 7.85 Ω

� RP � 16 kΩ, RM � 1.6 kΩ (chapter 3)
� k � 0.01 or variable

4.1 Dynamic model

By numerical solving the system of differential equations (4)
for parameters given above the time responses of signals at the
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Fig. 3 Measurement of EM 4100 parameters

Measurement of the equivalent EM 4100 resistances Table 1 

U1 [Vpp] U2P [Vpp] U2M [Vpp] RP [kΩ] RM [kΩ]

5.0 0.032 0.045 17.08 12.11

7.6 0.054 0.250 15.37 3.23

10.0 0.068 0.640 16.07 1.61

12.4 0.080 1.050 16.94 1.19

14.0 0.094 1.440 16.27 0.96

15.0 0.328 1.680 4.92 0.87



99C O M M U N I C A T I O N S    2 A / 2 0 1 3   �

input of reader demodulator were obtained. These time responses
are shown in Fig. 4 for nominal resonant frequency of transponder
(fT � 125 kHz) and in Fig. 5 for detuned transponder (fT � 136
kHz). In case of detuned transponder the amplitude modulation
of signal fades out and the transponder becomes unreadable.

4.2 Static model

The fade of amplitude modulation in RFID reader under con-
dition of transponder detuning to the critical resonant frequency
is evident from the three dimensional graph of function (10) which
is shown in Fig. 6.

By substituting (16) into (8) and (9) we can calculate the depen-
dence of AM modulation depth mAM (10) on distance x between the
RFID transponder and the RFID reader and on the transponder
resonant frequency fT . The 3D graph is shown in Fig. 7.

Similar, if we substitute (13) into (8), (9) and then (10) we
can calculate the dependence of modulation depth on the reso-
nant frequency fR of the reader LC circuit and coupling factor k or
distance x respectively, see Fig. 8 and Fig. 9.

From the series of 3D graphs it is evident that detuning of
transponder causes its unreadability due to fall of amplitude mod-
ulation, i. e. certain critical frequency exists which is dependent
on distance (or coupling factor) and on other parameters of RFID
system especially on quality factors of tuned LC circuits. The detun-
ing of the reader antenna LC circuit is not so critical because the
surfaces of 3D graphs in Figs. 8 and 9 do not cross zero plane of
modulation depth.

The critical frequency fC can be calculated from equation (14)
substituting (15) into (8) and (9). The equation (14) has two solu-
tions fC_HIGH , fC_LOW whose dependency on coupling factor k is

Fig. 4 Voltage at demodulator input as a function  of time, 
transponder resonant frequency fT � 125 kHz

Fig. 6 Modulation depth mAM as a function of coupling factor k
and transponder resonant frequency fT

Fig. 7 Modulation depth mAM as a function of distance x 
and transponder resonant frequency fT

Fig. 8 Modulation depth mAM as a function of coupling factor k
and resonant frequency fR of reader antenna

Fig. 5 Voltage at demodulator input as a function of time, 
transponder resonant frequency fT � 136 kHz
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shown in Fig. 10. After substituting (16) into (8) and (9) we can
obtain dependency of critical frequencies on distance x between
reader and transponder coils. It is shown in Fig. 11.

The equation (16) describes coupling factor of two circular
coils as a function of their radiuses rR , rT , angle θ, and distance x
[6]. The calculations of graphs in Figs. 7, 9 and 11 were performed
for rR � 0.1 m, rR � 0.1 m, and θ � 0 °, i. e. both coils are par-
allel.
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5. Comparison of calculated and measured critical
frequencies

To compare the results of mathematical model described in
chapters 2 and 4 with real properties of inductively coupled RFID
system the measurement of critical frequencies and their depen-
dency on distance between transponder and reader was performed.
The measured circuits were arranged according to Fig. 1 where
transponder capacitor CT was replaced by parallel connection of
fixed and variable capacitor to enable the tuning of transponder
resonant frequency. The critical frequencies were found when the
amplitude modulation became extinct. The modulator and its re-
sistances RP and RM were replaced by RFID chip EM 4100
(chapter 3).

The results of calculations according to equation (14) and
measurements are listed in Table 2 and displayed in Fig. 12. The
nominal working frequency used in experiment and calculations
has nonstandard value 117.7 kHz which is given by used inductor
LR and capacitor CR . Other parameters were set as follows:

Fig. 9 Modulation depth mAM as a function of distance x and resonant
frequency fR of reader antenna

Fig. 10 Transponder critical frequencies as a function 
of coupling factor k

Fig. 11 Transponder critical frequencies as a function of distance x
between coils LR and LT

Measured and calculated critical frequencies Table 2 

Distance x
[m]

Measured critical
frequency

Calculated critical
frequency

fC_LOW

[kHz]
fC_HIGH 

[kHz]
fC_LOW

[kHz]
fC_HIGH

[kHz]

0.20 102.12 199.22 94.19 139.15

0.25 103.84 154.39 102.47 133.35

0.30 107.16 138.63 106.01 130.61

0.35 109.51 130.39 107.50 129.41

0.40 111.76 126.08 108.15 128.88

0.45 113.25 123.53 108.44 128.63

0.50 113.90 121.96 108.59 128.51
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� Voltage of signal generator U � 5 V, frequency f � 117.7 kHz
� CR � 2.4 nF, LR � 760 μH, i. e. reader resonant frequency is 

fR � 117.7 kHz, measured quality factor of LRCR tuned circuit
is QR � 62, then equivalent resistance RR � 9.08 Ω

� CT is variable i. e. transponder resonant frequency fT is variable),
LT � 1.04 mH, RT � 8.37 Ω

� RP � 16 kΩ, RM � 1.6 kΩ (chapter 3)

6. Conclusion

The method of RFID transponder critical frequency calcula-
tion can be useful at the design of transponder LC circuit. Espe-

cially, it can be useful to determine the acceptable manufactur-
ing tolerances of transponder resonant frequency. Moreover, the
required bandwidth of modulated signal from transponder must
be considered. Note that the required bandwidth is about 4 kHz
for the used RFID chip EM 4100 (with Manchester coding and
with data transfer rate 1/64 of carrier frequency 125 kHz).

The used mathematical model is simplified by neglecting the
nonlinearity of transponder (RFID chip) modulation circuits, which
is evident from Table 1. Therefore, the results of critical frequency
calculations in Figs. 10 and 11 must be considered as informative
and their validity must be limited to the lower values of the cou-
pling factor or higher values of the distance between the transpon-
der and reader. This limitation of linear mathematical model is
evident by comparison of calculated and measured results in Fig. 12.
Moreover, high difference between measured and calculated criti-
cal frequencies fC_HIGH in Fig. 12 (upper curves) is probably caused
by external overvoltage suppressors connected to the used RFID
chip, because capacity of the suppressor is not constant and is
dependent on the applied voltage. At higher resonant frequencies
the capacity of overvoltage suppressors becomes dominant com-
pared to external capacitor CT . This limitation will be subject to
further improvement of the mathematical model.
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1. Introduction

Eddy current testing (ECT) is one of the most common elec-
tromagnetic methods utilized in non-destructive evaluation of con-
ductive materials. The principle of ECT underlies in the interaction
of induced eddy currents with a structure of an examined body
[1], [2]. A primary alternating exciting electromagnetic field is
generated in the vicinity of a coil driven by a time-varying current
according to the Ampere’s law. Electromotive force is induced in
a conductive object which is in proximity of the coil according to
the Faraday’s law. Eddy-currents flow in the conductive object
according to the Ohm’s law and their vector lines must be closed.
A secondary electromagnetic field generated by the eddy-currents
counterworks to the primary exciting electromagnetic field accord-
ing to the Lenz’s theorem. The induction coupling therefore exists
between the coil and the conductive object. It can be simply con-
sidered as an interaction between the primary and the secondary
electromagnetic fields. ECT can thus be employed for detection of
surface and subsurface non-homogeneities, measurements of mate-
rial thickness as well as of the electromagnetic parameters and so
on [1]. However, the most wide spread area of its application in
present is the detection of discontinuities [2].

ECT probes are one of the most important elements in the
non-destructive testing, because they transfer information between
an ECT instrument and a conductive object through the induction
coupling. Optimal ECT probe should assure high sensitivity to
expected defects, high probability of detection of expected defects
and classification possibility of expected defects (location, dimen-
sions, etc.) [3]. Exciting coil(s) of ECT probe should thus induce
eddy currents with high density and such distribution that eddy
current lines are significantly perturbed when a defect is in pres-

ence. The detection circuit should assure that maximum of the
perturbation field is sensed. Many ECT probes have been devel-
oped over past decades reflecting special demands of particular
applications. Probe design and development is still of high inter-
est because the area of ECT utilization is gradually wide-spreading
[4]–[7].

Eddy current distribution in an inspected material significantly
determines basic features of the probe such as sensitivity, penetra-
tion and resolution. To be able to detect expected flaws with high
probability in a material under given test conditions it is very indis-
pensable to have a knowledge about the eddy current distribution.
Many probes have been developed and designed mainly based on
practical experiences. Maturity of the numerical means make it
possible to build up systematic approach in this sense.

According to the electromagnetic field theory, the distribution
of eddy currents along material depth depends mainly on a testing
frequency and the electromagnetic parameters of a material as it
is given by the well known equation for the standard depth of pen-
etration:

, (1)

where δ [m] is the standard depth of penetration, f [Hz] is the
inspection frequency, μ [H·m�1] and σ [S·m�1] are the magnetic
permeability and the electric conductivity of the inspected material,
respectively. However, under real conditions there are much more
parameters with substantial influence on this distribution such as
shape of coils, their dimensions, configuration of inspection, mate-
rial thickness, lift-off, etc [8].
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The paper numerically analyzes influences of selected parame-
ters of ECT inspection on attenuation of eddy currents in a con-
ductive material.

2. Simulation Model

Numerical simulations using the finite element method are
carried out to investigate influences of certain inspection parame-
ters on the eddy currents attenuation.

A plate conductive specimen, shown in Fig. 1, is modeled in
this study to explore attenuation of eddy currents along its depth.
The plate thickness is adjusted to two values t � 10 and 30 mm
to explore its influence on the attenuation. The electromagnetic
parameters of the plate are adjusted to the following values σ �
� 1.35·106 S·m�1 μr � 1 that correspond to a material SUS316L
frequently used for structural components in petrochemical and
nuclear industries.

A circular exciting coil, displayed in Fig. 2, is employed to
drive the eddy currents in the plates. Axis of the coil is oriented
normally regarding the plate s’ surface. This type of exciting coil
in the given orientation is commonly utilized in variety of appli-
cations because an ECT probe with such exciting coil does not
account for the directional properties. Cross-section of the coil
winding is kept constant for all the calculations, in concrete wc �
� 1 mm, hc � 1 mm (see Fig. 2), because these dimensions have
only minor impact on the eddy current attenuation along the mate-
rial depth [9]. The coil radius rc is varied to investigate its influ-
ence on the attenuation. It is gradually adjusted to the following
values rc � 2, 5, 10, 15, 20 mm. Clearance between the coil and

the plate surface, hereinafter referred to as the lift-off, is sequen-
tially tuned to lf � 0.5, 1, 2, 5, 10 mm. The coil is driven with the
harmonic current while the current density is kept constant at
a value of 1 A·mm�2 and the frequency is adjusted to 10 kHz. The
standard depth of penetration for the given parameters equals to
δ � 4.33 mm. Another three values of the exciting frequency 1, 5
and 20 kHz are also used for the investigations for the plate with
a thickness of 10 mm.

Very fine model of the system is built up based on the finite
tetrahedral elements. Only ¼ of the system, as shown in Fig. 1, is
considered employing appropriate boundary conditions. The mesh
consists of approximately 4 million elements. Results of numerical
simulations are summarized in the following section.

3. Results and discussions

Three parameters of the inspection, i.e. the coil radius rc , the
lift-off lf and the plate thickness t are varied to investigate influ-
ences of these parameters on the eddy current attenuation along
the material depth. Important findings are reported and discussed
here.
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Fig. 1 Layout of model

Fig. 2 Layout of circular exciting coil

a) plate thickness t � 10 mm

b) plate thickness t � 30 mm

Fig. 3 Dependences of eddy current density in absolute values on the
material depth for different adjustments of lift-off, rc � 2 mm
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The distribution of eddy current density vector in the material
is stored after successful execution of each simulation. The results
are then processed in such a way that only one dependence of the
eddy current density absolute value along the material depth is
taken for the evaluation. The dependence is taken along the plate
thickness direction (see Fig. 1) under a certain surface position
where the eddy current density has the maximum value.

The dependences of the eddy current density absolute value
on the material depth for the coil with a radius of rc � 2 mm and
for several values of the lift-off are shown in Fig. 3. The exciting
frequency is adjusted to 10 kHz. The dependences are shown for
the two considered values of the plate thickness. Note that the ver-
tical axis is in logarithmic scale. The upper limit of x-axes for both
the plate thicknesses are set to 10 mm so one can simply compare
the results. Attenuation of eddy currents along the material depth
has the exponential character. However, it can be observed that the
results gained for different values of the lift-off show diverse behav-
iour. Moreover, it can be seen that the plate thickness almost does
not have impact on the attenuation for the given standard depth
of penetration. The same dependences but in normalized values
are shown in Fig. 4 in order to highlight contrast between the curves.

Each of dependences of the eddy current density absolute value
on the material depth is normalized by its maximum value. It can
be seen that the eddy current attenuation strongly depends not
only on the standard depth of penetration, i.e. the frequency, the
conductivity and the permeability, but also on the lift-off, however
it does not depend on the material thickness. Larger clearance
between the coil and the plate surface provides eddy current dis-
tribution with less attenuation along the material depth.

Similar dependences in normalized values for the coil with
a radius of rc � 20 mm are shown in Fig. 5. The presented results
clearly show that the impact of the lift-off on the eddy current
attenuation along the material depth decreases for the coil with
larger diameters. It can be also noticed that the eddy currents are
slightly less attenuated in the 10 mm thick plate comparing to the
one with a thickness of 30 mm; however, this impact is not sig-
nificant.

A specific value of the distance from material surface along its
depth, denoted hereinafter as the penetration depth, is calculated
for all the evaluated distributions of the eddy current density. It is
the value where the eddy current density falls to 50% of its surface
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a) plate thickness t � 10 mm

b) plate thickness t � 30 mm

Fig. 4 Dependences of eddy current density in normalized values on the
material depth for different adjustments of lift-off, rc � 2 mm

a) plate thickness t � 10 mm

b) plate thickness t � 30 mm

Fig. 5 Dependences of eddy current density in normalized values on the
material depth for different adjustments of lift-off, rc � 20 mm
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value. The penetration depth is then plotted as a dependence on
the coil radius rc and the lift-off lf as well. Fig. 6 shows the calcu-
lated dependence only for the plate with a thickness of t � 10 mm
as the results presented above showed that the plate thickness does
not have significant impact on the attenuation under the frequency
of f � 10 kHz. As it can be seen, by proper adjustment of the excit-
ing system parameters, the penetration depth can be increased
several times comparing to a case of only a small coil placed with
a small lift-off over a material.

The eddy current attenuation for the plate with a thickness
of t � 10 mm is investigated also under frequencies f � 1.5 and
20 kHz. Table 1 reports values of the standard penetration depth
δ for the given frequencies calculated according to (1) together
with a ratio of the plate thickness (t � 10 mm in this case) and
the standard depth of penetration t/δ.

The penetration depth, as defined above, as dependence on the
coils radius rc and on the lift-off for another considered values of
the frequency are shown in Figs. 7–9. It can be observed that the
parameters have strong impact on the penetration depth especially
when the value of material thickness is comparable to the standard

depth of penetration. Importance of the parameters decreases with
increasing the ratio of the material thickness and the standard
depth of penetration.

The exciting coil radius and the lift-off have significant influ-
ence on the eddy current attenuation along a material depth when
the material thickness is at maximum double comparing to the
standard penetration depth. It should be noted that in such a case
larger coils and/or larger lift-off provide deeper penetration of eddy
currents inside a material and thus it would provide better resolu-
tion. However, sensitivity can be decreased. Sophisticated design
of the exciting system requires therefore appropriate compromise
to reach essential performance of an ECT probe.
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Fig. 6 Penetration depth as function of coil radius and lift-off, t � 10
mm, f � 10 kHz

Fig. 7 Penetration depth as function of coil radius and lift-off, t � 10
mm, f � 1 kHz

Fig. 8 Penetration depth as function of coil radius and lift-off, t � 10
mm, f � 5 kHz

Fig. 9 Penetration depth as function of coil radius and lift-off, t � 10
mm, f � 20 kHz

Standard depth of penetration and its relation Table 1 
to material thickness t � 10 mm

f [kHz] 1 5 10 20

δ [mm] 13.70 6.13 4.33 3.06

t/δ [−] 0.73 1.63 2.31 3.27
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4. Conclusions

The paper concerned on attenuation of eddy currents along
material depth in non-destructive inspection. Influences of selected
parameters of eddy current exciting system and of material thick-
ness on the attenuation were studied by numerical means. A con-
ductive plate specimen having the electromagnetic parameters of
SUS316L was used for the study. A circular exciting coil positioned
normally regarding the plate surface drove eddy currents. Three
parameters of the exciting system, specifically the coil radius, the
lift-off and the inspection frequency were altered together with the

plate thickness. Distribution of eddy current density was evaluated
for various adjustments of the parameters. The results clearly demon-
strated that the coil radius and the lift-off as well have strong impact
on the eddy current attenuation along material depth when a mate-
rial thickness is comparable to the standard penetration depth.
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1. Introduction

Hybrid electric drive (HEV) became a very popular alternative
of conventional drives last years. We can see many hybrid vehicles
for personal use but its popularity is not motivated by energy or
fuel savings. The configuration of these vehicles is not optimal for
general use in combined city and highway operation [1].

With new types of accumulators and with positive costs devel-
opment of power converters the hybrid technology is being utilized
in public transport vehicles as well. Unfortunately, in scope of
railway transport there are only several light trains and locomo-
tive prototypes equipped with the hybrid drive.

In this paper we would like to introduce positive impact of
vehicle hybridization on fuel consumption in special operational
conditions of yard-switching and shunting locomotives.

2. Energy analysis of train movement

Energy analysis of a train movement helps us to focus on rea-
sonable train operation types for hybrid drive applications. The
key parameter is kinetic energy, being developed with every accel-
eration and lost when braking [2] and [3].

Based on the analysis published in [4], the train movement
model can be described by a longitudinal train dynamics theory
based on 3-axes multipoint movement to a single point linear move-
ment simplification with concentrated parameters (multipoint analy-
sis is not necessary for energy computations). Tractive effort covers
resistive forces (vehicle resistance Fv , elevation and curve resistance
Fe and Fc , dynamic/inertia force Fa – usually expressed by their

specific values pv , pe , pc , pa). From energetics point of view of the
longitudinal analysis, we can recognize two main parts of the
overall work Ar – a kinetic energy Ek and a tractive work At .

Ar � Ek � A (1)

Kinetic energy Ek can be written as

(2)

where m is a mass of the train, ξ is an addition of rotational parts
of the vehicle(s) and vd is a speed difference (or final speed when
accelerating from zero speed).

Work part of the energy is represented simply by

At � Fr � l � (Fv � Fe � Fc) � l (3)

Where l is a distance passed by the train and Fr is a sum of
resistive forces.

The same conditions are valid for the braking period respec-
tively. The only difference to be mentioned is the sign of the trac-
tive work has to be negative, because the kinetic energy is used to
cover resistive forces.

Ab � Ek � A (4)

To simplify the energy investigation, a train mission cycle can
be divided into four periods investigated separately:
� Acceleration period
� Constant speed period
� Coasting (similar to the constant speed period)

E m v
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� Braking (deceleration) period

Overall energy analysis is then a simple summary of periods’
results mentioned above.

Energy savings during a train movement are dependent on
transport requirements such as speed, a number of stops, locomo-
tive power transmission efficiency and type of the rolling stock, or
a coasting to constant speed ratio [4]. All these parameters are
based on real world conditions and components and they are dis-
cussed separately in many publications. Nevertheless, considering
equations above we can focus on energy that can be saved without
any impact on transport requirements.

In braking period the whole kinetic energy is partially consumed
by resistive forces and the rest is usually irreversibly spent in braking
system of conventional vehicles. Focusing on this period of train
movement, we can define a relative braking work βb [5] and [6]:

(5)

Using formulas from [4] and [5] we can obtain a parametric
equation showing most of dependencies 

Where Ab is computed for the braking period only, the At rep-
resents a constant speed period and the Ar represents the acceler-
ating period of the train movement. It can be seen that (6) is
a rolling stock dependent and nonlinear equation. Fig. 1 shows (6)
in a chart βb � f(l, v) valid for a mixed wagons (passenger and
freight) train with average acceleration 0.6 m/s2. It should be
noticed that the relative braking energy is higher for short distance
and for higher speed trains. Most of the relative braking energy
can be saved in an accumulator (flywheel, ultracapacitor, etc). To
get the real energy savings or energy recuperated to the accumu-
lator the efficiency should be considered.

A A
A

b
t b

b
b =

+

Based on results from (6) and Fig. 1, a conclusion on braking
energy can be made. Energy recuperation in general is more effec-
tive for high speed short distance trains like city shuttles or public
transport. Another field of possible applications is yard switching
and shunting where the speed is low but the average distance is
approximately 1–2 km.

In public transport several hybrids have been introduced (city
buses, trams). Their power mission is well known and scheduled,
thus the system design is very easy. Hybrid driven yard switchers
and station shunting locomotives are forgotten except some pro-
totypes in the Czech Republic (CKD 718.501, 1984, [6]), USA
(GE Ecomagination, 2008 [7]), Canada (RailPower Green Goat
2009 [8]) and France (ALSTOM V200, 2010 [9]). The focus on
hybrid shunting locomotives is motivated by another benefit of
hybridization – diesel engine operation optimization.

3. Power mission profile

To optimize any operation and energy savings, power mission
profile is needed to be well known. Dealing with shunting loco-
motives, their mission is not a regular or a repeating pattern of any

kind. Based on current needs the locomotive operates very ran-
domly.

There is a common denominator in such missions operated
by diesel locomotives: very low diesel power utilization. A long
idling time stands side by side the short time full power operation
intervals what causes higher specific fuel consumption and emis-
sions [6]. The power demand is changing very fast and the system
operates in steady state for a very short time, which only causes
other losses.

A. Shunting modes
Heavy and light shunting operation can be recognized. Light

shunting operation is a typical for stations and some industrial
railways. The mission is to pick or drop wagons at sidings for
loading and unloading. The acceleration and the speeds are usually
higher due to operational reasons and allowed by the low weight
of the trains.

Heavy shunting locomotives operate on yards and usually move
a high load train sets between yards for or after the sorting, or
sorting trains directly. Fig. 2 shows a typical heavy shunting oper-
ation in comparison to the light shunting operation. The speed
uses to be lower (from 10 to 20 km/h) due to high load of the
train.

To fully understand the mission a set of measurements and
simulations were made and the results are introduced.
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B. On-board Measurements
On-board measurement is the most accurate way to get the

real mission profile. The real world measuring well considers waiting
periods, traffic interactions, weather conditions, coupling issues, etc.
Therefore results are valuable for an analysis of power missions.
A several days a week at least should be measured to capture irreg-
ularities.

For this purpose, several measurements were made in 2008 at
OKD Transportation (today AWT Corporation) industrial railway
in Kladno, Czech Republic, operated by 740.3 class locomotives
[4]. The main mission consists of several shunting tasks nearby local
mounting halls and freight train cars distribution from the central
station to several companies placed within the industrial railway
in Kladno. It can be characterized as a light shunting operation.

Parameters and results are summarized in Table 1. Data col-
lection was realized with support of on-board control unit NES

RV08 via diagnostic serial link. An example of one day power
mission is shown in Fig. 3a. It should be noticed that the mission
power average is 23.5% of the diesel engine rated power. Typical
values of shunting locomotive power average are less than 15% in
most cases, depending on power installed and the mission as well.

There is another issue with such a mission operated by diesel
locomotive. Due to low speeds and short runs the power demand
is changing very fast and the system cannot reach its steady state.
Thus the diesel engine is not allowed to operate in optimal mode.
All these indicators lead to a solution with diesel engine operating
in a constant power mode described below supported with some
kind of non-conventional power source.

Such a mission represents an industrial light shunting opera-
tion with low average-to-maximum power ratio and high frequen-
cies of power demand, which leads to higher specific consumption
and higher emissions of the diesel engine.

To compare the industrial shunting with standard shunting
mission, Figs. 3a and 3b are introduced. The mission was recorded
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Fig. 2 Light and heavy shunting power mission comparison

a)

b)

Fig. 3 a) One-day power mission of 740.3 class; b) Power mission
example of standard shunting

On-Board Measurements summary Table 1

Parameter Value

Axle arrangement Bo’Bo’

Diesel engine CAT C15

Diesel power 403 kW

Power transition AC-DC

Weight 64 t

Gearbox ratio 78:15

Max. tractive effort 230 kN

Max. velocity 60 km/h

Cont. tractive effort 114 kN

Cont. speed 8 km/h

Entire mission time (per day) 6 hours

Average speed 4 km/h

Average diesel power 93 kW

Load range 100 – 1100 tons

Operation Shunting, Short freight run
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on 731 class with 600 kW diesel engine using a special data acqui-
sition system on a standard light shunting mission in Kolín station.
These two missions are nearly comparable but the power average.
The speed shown in Fig. 3b fits the high relative braking energy
presumption from statement II.

Lower rated power of a diesel engine leads to its better average
utilization. On the other hand, such a locomotive is not able to
serve higher train loads.

The common sign of both records and the most of diesel loco-
motive operations is a very low power average represented by
PD(AV) in Fig. 3a and PT(AV) in Fig. 3b.

Depending on a power mission, the average-to-maximum ratio
is usually 40 – 70% for track missions and 10 – 20% for shunters.
Similar results are presented in papers over the world.

Shunting missions cannot be operated by a low powered loco-
motive. The maximal diesel power is needed for acceleration and
high load train shunting. Low power is requested when locomotive
runs the train at constant speed. The rest is idling time needed when
coasting or to keep the engine on optimal temperatures.

Dealing with low power average and high power peaks a con-
ventional diesel driven locomotive cannot be optimized for shunt-
ing operations. Electrification of yards or industrial railways is very
expensive and therefore out of discussion. With a hybrid drive
technology a shunting locomotive operation can be optimized.

4. Options of performance optimizations

Based on power mission profile the optimization process can
be divided into two separated aims. The first is to save energy losses
when braking; the second aim is to optimize diesel engine oper-
ation and to lower fuel consumption and emissions. Both aims
call for some kind of energy storage and additional power source.
Therefore, a diesel-electric power transition combined with elec-
tric accumulator is discussed.

A. Braking energy savings
To save the braking energy expressed by (6), designed energy

storage should be able to store it. The main problem is not in the
amount of energy but in the short time the energy is produced –
the braking power. The braking power PB depends on demanded
deceleration a, train speed v and its mass m (7)

PE(t) � FB(t) � v(t) � m � ξ � α(t) . v(t) (7)

Where FB is a braking force and ξ is a coefficient of rotational
parts. There are three main limitations of electro-dynamic brake –
maximal braking power, maximal braking force and the brake fade-
out in low speed. The final braking force is generated by electro-
dynamic brake in cooperation with conventional pneumatic brake.

Typical braking power values can be computed from accumu-
lators’ data shown in Table 2. Based on these values and typical

accumulator parameters (Table 3), we can select the right accu-
mulator type for the energy storage. Charging power allowed can
be computed simply as

PCh � ChargingRatio � C (8)

Where ChargingRatio is a parameter from Table 2 and C is
capacity of the accumulator in kWh. To utilize the most of the
braking power, the accumulator should be sized according to (8).
For example, NiCd accumulator can be charged with 2C [4], which
means 500 kWh for 1000 kW of braking power. Such an accumu-
lator should weigh approximately 11.5 tons with 3.5 m3 of volume,
which might be unsuitable for some locomotives. Considering the
charging current or charging power, conventional accumulators
are out of discussion. Modern LiFePo accumulators became very
popular thanks to their specific parameters. In other words, LiFePo
battery for 1000 kW and 500 kWh weighs about 5 tons with 1.5 m3

of volume. The main disadvantage of LiFePo accumulators is a high
price [4].

To reduce the accumulator size, a supercapacitor can be used.
In this case, charging power is limited by the maximal current only
and the supercapacitor is sized according to the kinetic energy of
the typical train load. Stored energy helps with the next accelera-
tion, thus the diesel can be undersized. The main disadvantage is
low energy density and pricing. Due to dimension limitations, the
capacity is limited to approximately 10 kWh for most of locomo-
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Typical accumulator data comparison [5] Table 2

Parameter Note NiCd NiMH LiFePo NiNaCl SC

Cell Voltage [V] Nom. 1.2 1.2 3.2 2.58 2.5

Min 0.85 0.85 2.5 0

Max 1.85 1.85 4.25 2.7 2.5

Specific Energy [Wh/kg] 45 70 100 100 5

En. Density [Wh/l] 150 230 330 172 0.07

Spec. Power [W/kg] 60 150 720 170 2000

Efficiency Amper-
hour

0.8 0.99 0.99 0.99 0.99

Watt-
hour

0.6 0.96 0.96 0.98 0.98

Discharg.
Ratio[h�1] / [A]

Cont. 1 C 2 C 3 C 1 C 150A

Pulse 3 C 20 C 20 C 4 C 750A

Charging
Ratio[h�1] / [A]

Cont. 0.5 C 0.5 C 0.5 C - 150A

Fast 2 C 1 C 2 C 2 C 750A

Temp. [°C] Min �40 �20 �45 �40 �40

Max 45 50 85 50 65

Life time
[cycles]

At 80%
DOD

3500 4500 5000 2000 1E6

Approx. Price
[USD/Wh] 1.5 4.3 6.5 150 80
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tives [4]. This amount of energy can help with acceleration but it
cannot fit high loaded train moves between yards where the full
power is needed for minutes. Thus supercapacitors are suitable for
very specific applications with well-known periodic start-stop cycle,
e.g. city buses, trams and light trains. Nevertheless, there is a project
coming that will introduce a hybrid shunting locomotive with
a supercapacitor of 6 kWh of energy [10]. The results will be pre-
sented in future publications.

B. Diesel engine performance optimization
On shunting locomotives, diesel engine operates at idle most

of time and at low power with short time power peaks, as men-
tioned above. This leads to higher specific consumption and low
efficiency [4].

Hybrid technology can help to solve this issue. Accumulator
serves as a peak source with sufficient capacity to cover usual mis-
sions. Then, diesel engine can be undersized to overall power
average of the mission. Such a design brings additional costs of
the accumulator but the undersized diesel engine can partially com-
pensate these costs and bring many advantages such as lower fuel
consumption. There are other advantages of the hybrid drive, such
as recuperative braking, silent or zero emission operation, etc. The
most common hybrid concept for railway applications is Full Hybrid
with series configuration and it can be found e.g. in RailPower
project Green Goat [8]. In moder hybrid concept the AC traction
drive should be used to improve overall efficiency [11].

To demonstrate these advantages, a hybrid vehicle simulation
model was designed and analyzed and presented in [5]. The analy-
sis is based on power mission from Kladno industrial railway and
serves as an example of predesign of hybrid vehicles. The main
results and a very brief description of the design method are intro-
duced.

5. Hybrid vehicle design

There are several methods for hybrid vehicle design based on
different attitudes. The very basic method, Power average method,
introduced e.g. in [6] is based on the average of the mission
power. Therefore the mission power time record should be known.
The diesel engine is than undersized but with a sufficient power to
move the train in case of the accumulator failure. Results of such

a design have been introduced in 1980’s with TA436 class CKD
hybrid locomotive design [6].

Considering the time-power mission record is a time signal, it
can be transformed by FFT (fast Fourier transform) and used for
the hybrid drive design. The constant part of the signal is the
power demand for the diesel engine, the rest of the power demand
signal is divided based on the low-pass filter between the accumu-
lator and supercapacitor. This method was published in [12] and
[13].

The hybrid drive design is a multi-point optimization problem,
thus evolutionary algorithms can be used. The use of particle swarm
optimization [14] for the hybrid vehicle design was introduced in
[5]. The cost function (correctness of the solution) is not a classic
function, but it is a simulation model running with the real-world
data. Overall analysis of the simulation is used to evaluate each
step of the optimization process and the results are for the next
step. Parameters of the final design are shown in Table 3.

The system uses the accumulator as the main power source,
up to 576 kW. In the meantime the diesel operates on the average
power of 50 kW. If the power demand is higher, the diesel engine
power is set to full (up to 224 kW). If the battery state-of-charge
is low, the diesel power rises slowly to charge the battery and to
replace the battery in the role of the traction power source.

This concept can significantly lower the fuel consumption:
from 9 to 16 kg per day [4]. Operating on the optimal power, the
diesel engine emissions are lower. With recuperation, energy saving
is up to 70% for every acceleration.

6. Return on investment

The supercapacitor increases input costs as mentioned above,
thus the usage is optional and depends on the target application.
In the following balance the supercapacitor is not considered.

Balancing the costs, fuel pricing is one of the most important
factors. Nevertheless, the fuel costs are hardly predictable but the
trend can be estimated based on the long term statistics [16].

Input costs can be compared with a conventional vehicle of
similar performance and expressed as the additional costs of hybrid
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Hybrid Locomotive Components Table 3 

Component Parameters Component Parameters

Diesel engine CAT C7 (157 – 224 kW) [15] Supercapacitor (optional) Type: Maxwell BMOD0094
35 F / 600 V
Charging: 600 kW
Discharging: 600 kW
Mass: 600 kg
No. of units: 24

Accumulator Type: Saft NHP 10-100
NiMH, 100 Ah / 576 V
Charging: 70 kW
Discharging: 576 kW
Mass: 893 kg
No. of units : 48
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drive components. Considering the life-time of the accumulator
(usually 5 years) and the fuel savings computed in the previous part.

Balance of the hybridization in 30 years is introduced in [4].
In the diesel performance optimization the costs can be returned
in 24 years. Considering the energy savings due to the recupera-
tion of the braking energy the investments can be paid back in 19
years. Such a long term return on investments is not ideal at all.
But the prognosis of the fuel price gives the hybrid drive technol-
ogy good position for the future. With the accumulator and super-
capacitor technology development the costs of hybrid drive should
lower the initial investments [5].

7. Conclusion

Hybrid technology is a great possibility to eliminate braking
energy losses and to optimize internal combustion engine opera-
tion.

Based on the longitudinal analysis, the braking energy savings
can be up to 70% of the overall energy during one start-stop cycle.
Unfortunately, present electro-chemical accumulators are not suit-
able for the energy storage of such energy due to its low charging
power limitation. Therefore, supercapacitors should be used.

Many diesel locomotives operating yards, station shunting and
industrial railways missions must deal with high power peaks and
long-term idling periods. This leads to non-optimal power utiliza-
tion, higher fuel consumption and higher emissions. To optimize
diesel engine operation, the accumulator should be used as a power
peak source. The diesel engine can operate on its optimal power
with the lowest specific fuel consumption. Instead of idling, the
accumulator is pre-charged.

Hybrid locomotive design can be supported by computer tech-
nology and modern methods such as Particle swarm method. Based
on simulations, performance parameters can be optimized off-line
before the real locomotive is finished.

Although the costs of modern accumulators are still high, the
hybrid drive technology should be considered as the future of city
transport and some specialized operations such as yard switching
and shunting. For the present implementation the return on invest-
ments should be measured in two tens of years.
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1. Introduction

The main requirement for AC-driven electric vehicles (EV)
such as locomotives and electric multiple units (EMU) in opera-
tion in the railway system is to have the capability of smooth reg-
ulation of traction and braking forces by means of suitable control
gear (CG) allowing the vehicles to maintain their energy parame-
ters (i.e. power coefficient kM) at high levels across the entire oper-
ational range. The power coefficient at non-sinusoidal current and
voltage is calculated using the following formula:

, with , 

, (1)

where:
U(1) , I(1), cos ϕ(1) and P(1) , are respectively the effective values of
voltage and current of the 1st harmonic, the phase angle between
them, and the active power carried by the main harmonic, W; 
Ueff , Ieff – the actual effective (True rms) voltage and current; 
νI – the current non-sinusoidality coefficient, νI � I(1)/Ieff ;
S – the apparent power, VA.

A large percentage of the electric vehicles used in Bulgaria’s
railway system have diode and thyristor control gear (current rec-
tifiers) and direct-current motors. Only the SIEMENS DESIRO
Classic electric railcars by Siemens are equipped with four-quadrant
power converters with IGBT, which allow for regulation of the
power factor and propulsion by induction motors.

The main problem which all alternating current EVs with DC
drives face, irrespective of their particular solution for regulating
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the mode of operation, are the deteriorated energy parameters. The
combination of increased consumption of reactive power and the
deformation of the propulsion current curve leads to a lower power
coefficient. All of this is further compounded by the additional
losses in the traction power supply system thereby decreasing its
efficiency.

It is a well known fact that Bulgaria’s rolling stock is worn out
and technologically obsolete. It needs urgent renovation by replac-
ing part of the EV fleet and upgrading certain vehicles with IGBТ
[1] converters. Of course, for a vehicle to be eligible for upgrade,
it must have a sufficient residual operational life. This should be
determined by a detailed preliminary assessment of the technical
status of the available rolling stock. 

For the EVs with diode converters used in the Bulgarian railway
system (locomotives of the 44 and 46 series) increasing kм can be
achieved by remodeling their power circuitry to retrofit power
inverters but leaving most of the propulsion installation intact. For
the locomotives of the 44-001 and 46-200 series previously upgraded
with thyristor rectifiers this approach would require for the recti-
fiers to be removed, which would not be economically justifiable.
A better solution for them would be to outfit them with active
compensators for reactive power connected to the secondary wind-
ings of the locomotive’s propulsion transformer.

This paper is based on data from experimental measurements
of the energy parameters of locomotives with thyristor rectifiers
conducted in real-life operational environment. It proposes tech-
nical solutions for upgrading this type of EVs to decrease their con-
sumption of reactive power and improve their power consumption
profile. 
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2. Experimental study of the energy parameters of an
upgraded, series 46-200 locomotive

Since 1998 the KONČAR – ELEKTRIČNE LOKOMOTIVE
d.d. factory in Zagreb, Croatia has upgraded 13 locomotives from
the BDZ fleet. These include 2 locomotives from the 44 series and
11 from the 46 series (their codes have been amended as follows:
44-001 and 44-002, and Series 46-200). The upgrade consisted in
retrofitting thyristor rectifiers with natural commutation and two-
zone voltage adjustment capability. In terms of energy performance,
this solution is not optimal and leads to deterioration in the power
consumption indicators.

There are a wide range of technical solutions for improving the
energy parameters of EVs with thyristor current rectifiers (single-
mode thyristors). However, only two of them seem to be favored
in the industry. The first relies on using multi-zone adjustment (up
to four adjustment zones) and yields relatively good results in terms
of kM . Increasing the number of the adjustment zones provides for
better energy parameters (increased kM) but makes the construc-
tion of the propulsion transformer increasingly more complicated
and is therefore avoided. The second solution for increasing kM

relies on the use of artificial commutation in the thyristor recti-
fiers. It offers a significant improvement of the EVs energy para-
meters [2].

To study and analyze the energy parameters of the upgraded
EVs from the BDZ fleet, we conducted experimental measurements
on trains drawn by 46-200 Series locomotives across the territory
of pre-selected traction power substations and feeders. The mea-
surements were performed using microprocessor measurement
devices (МС 750 and UMG 604E grid analyzers). The devices
performed real-time measurement of voltage and current. The data
was then used to calculate the effective electric power (active, reac-

tive, and apparent) and the power factor. A harmonic analysis of
the propulsion current and voltage curves in the overhead lines is
performed [3]. The measurements were taken with an integration
period of 1 minute. All specified values were stored in the devices’
onboard memory chips. The analyzers were connected to the trac-
tion power supply system via 800/5 А current transformers and
35000/100 V voltage transformers. 

We presented the results from measurements conducted in the
area of Iliantsi Propulsion Power Substation on a train drawn by
an upgraded, Series 46-200 locomotive with rated traction power
of 5 400 kW. No other trains were operating in the area during the
measurements. Based on the data gathered during the measure-
ments, we were able to determine the main energy parameters for
the studied type of locomotive.

Figure 1 shows the change in propulsion current Iel , А of the
locomotive between 12:00 PM and 12:50 PM. This time of day was
selected because it featured all main movement patterns of the train
such as acceleration according to a selected algorhythm, cruising
at a predetermined speed, and dynamic resistor braking.

Figure 2 shows the changes in the active (P, W), reactive (Q,
VAr) and apparent (S, VA) power of the train. We witnessed a sig-
nificant consumption of reactive power with inductive nature, which
was similar in its value to the consumed active power. Within the
time interval subject of our study the train had performed several
run sequences for each of which the train engineer had chosen dif-
ferent algorhythms. During each of those, as we observed, the ratio
between the reactive and active power changed and between 12:16
PM and 12:30 PM the reactive power had higher values than the
active. From the charts in Figs. 2 and 3 we can conclude that to
a large degree these values for the active and reactive power depend
on the pattern of movement of the EV.
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Fig. 1 Locomotive Propulsion Current Dynamics
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Figure 3 provides a graphical representation of the dynamics
of the THDI , % indicator (total harmonic distortion) of the propul-
sion current as measured at the 27.5 kV terminal of the traction
power supply substation. This indicator characterizes the distor-
tion of the current curve and the presence of high-order harmon-
ics as a percentage of the effective value of the current of the first
harmonic I(1) . 

Over the specified time interval the value of THDI, % varies
widely (from 20 % to 60 %) depending on the movement pattern
of the train and the current value of the power. By using the calcu-
lation device [4] and formula (2) below, we managed to determine
the change in the non-sinusolidality coefficient of the propulsion
current (νI), which itself varied between 0.858 and 0.98. 

(2)

In addition to the above, we studied the changes in power factor
PFel and the results are presented in Fig. 4. Due to the low content
of higher-order harmonics in the voltage supplied (THDU% �
� 10%), the measured PFel (in accordance with the method
described in [4]) almost coincided with the power coefficient kM,
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Fig. 2 Locomotive Active, Reactive, and Apparent Power Dynamics 

Fig. 3. Propulsion Current Harmonic Distortion Coefficient Dynamics 
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i.e. PFel � kM . The chart shows that for the most part of the mea-
surement interval it remained under 0.8. Between 12:19 and 12:22,
when the train had a relatively steady rate of power consumption,
the average value of PFel remained around 0.67. By a more detailed
analysis of the measurement data we determined cos ϕ(1) to be
equal to 0.72 and the nonsinusoidality coefficient of the propul-
sion current (νI) to be equal to 0.93. On the basis of these results
we inferred that the low kM value is to a significant degree the
result of the consumption of reactive power. We must also note
that under this movement pattern, the locomotive’s current power
was about 36 % of its rated power. During the intervals 12:37 PM
to 12:39 PM and 12:45 PM to 12:47 PM when the locomotive was
operating at over 60 % of its rated power, these parameters had
the following values: cos ϕ(1) � 0.81; νI , � 0.98; and PFel , respec-
tively kM was equal to 0.80–0.81. This indicates that increasing

the power leads to a significant improvement of the energy para-
meters of the EV. However, in a real-life operational environment
this type of movement pattern is difficult to achieve. 

During our studies we conducted numerous measurements on
locomotives from the 44-001 and 46-200 Series. Different measure-
ments on different trains under identical patterns of movement
showed no significant differences of the power coefficients in terms
of shape or form. The results gathered were completely consistent
with those from similar measurements conducted within other
studies [5].

Under the existing scheme, after the upgrade of the studied
locomotives, the best way to improve their energy parameters is to
retrofit them with active compensators for reactive power (ACRP)
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Fig. 4 Locomotive Power Factor Dynamics 

Fig. 5 Power measurement and Energy Parameters in Relation to the Average Value of the Rectified Voltage 
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by incorporating these devices in the power circuitry of the EVs.
There have been numerous trials of locomotives with thyristor
rectifiers retrofitted with ACRP and the results from them have
been described in detail in various sources. They show that kM for
propulsion rises from 0.8 to 0.96 and the consumption of Q sees
a significant decrease [6, 7].

To further study the process, a kM study was conducted using
non-adjustable Reactive Power Compensators (RPC) set at Q �
� 650 kVAr connected to a group of secondary windings in the
propulsion transformer.

Figure 5 shows the power measurements and the energy para-
meters in propulsion mode with 1180 А of current supplied to the
engine and the RPC turned on. They indicate that during zone-2
operation and, for the most part, during zone-1 operation, kM is
over 0.9.

It must be noted that decreasing the propulsion current of the
EV leads to an expansion of the overcompensation area into
a larger zone. As with undercompensation, overcompensation of
reactive power leads to additional increase in current loads in the
traction power supply system and therefore has to be avoided.
Furthermore, overcompensation increases the voltage in the receiver
and can cause emergency shutdown of the power supply. For these
reasons onboard compensators must be of the active (adjustable)
type to allow their operation to be set in accordance with the par-
ticular requirements of the EV. 

3. Conclusion

The trial measurements of the power consumption qualities
of the upgraded electric locomotives of the 44-001 and 46-200
Series performed across numerous substations show unsatisfac-
tory results in terms of their energy parameters. In real-life opera-

tional environments, the power factor PFel varies between 0.6 and
0.8, which is substantially lower than the European norms. Figure
3 indicates that across the different patterns of movement the reac-
tive power consumed by the locomotives is significant and that
translates directly into a poor power coefficient.

Upgrading the thyristor locomotives operated within the Bul-
garian railway system is unavoidable in order for the system to
comply with the European norms and requirements regarding the
quality of consumed power. This leaves us with two options: 
A) To remove the thyristor rectifiers and retrofit four-quadrant

converters with IGBT. The advantage of this option is that it
will ensure optimal energy parameters across the entire adjust-
ment range and allow recuperation. Its disadvantage is that it
would not be economically justified.

B) To design and retrofit the EVs with active compensators for
reactive power (ACRP). This would require a considerably
smaller investment and would be more problem-free in com-
parison. Studies show that in terms of its energy footprint, this
solution would guarantee compliance with the requirements of
the European norms. 

With mathematical models and trial measurements of the per-
formance of the upgraded trains we can optimize the process of
designing of active solutions to compensate the reactive power
consumed by the vehicles. To improve the energy parameters and
the quality of the power consumed by the vehicles, we must develop
an innovative technical solution to upgrade them, namely an active
compensator for reactive power (ACRP) to be connected to the
secondary propulsion windings of the locomotive transformer. This,
to a large extent, will eliminate the main problem related to the
operation of these EVs, which is related to the consumption of
considerable amounts of reactive power from the traction power
supply system, and would improve the energy efficiency of the
specialized railway power supply system. 
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1. Introduction

Graphs are historically and generally considered as geometri-
cal objects. In spite of this, they can be represented in many dif-
ferent ways: lists of edges, adjacency matrixes or by a lot of other
different structures [2]. The reality represented by graphs can be
anything between chemical formulae, mechanical system, map
structure and/or computer processes. Graphs are visually impres-
sive and can easily introduce the observer into the core of the
problem.

The paper will introduce the necessary base of graph theory
to the readers and describe the inverse matrix acquisition based
on graph theory. This means that neither numerical nor analytical
method is used [3, 4]. This new approach can both spare compu-
tational time (for certain types of problems) and lead to solution
where numerical or analytical methods cannot be used. In addi-
tion, the presented technology can be implemented into the cores
of numerical (or analytical) tools to obtain the required solution
of the matrix formulated problem. The paper is based on latest
research of authors presented in [5] and completed with descrip-
tion of background theory and presenting new and completed
examples.

The paper describes the principles of topological description
of electric circuits based on graphs theory. The electric circuit,
described by its topology, could easily be represented by graphs.
The equivalent circuit of an asynchronous rotary machine can be
presented as an important and well-known example (Fig. 1). The
parameters from Fig. 1 are generally known and it is not necessary

to describe them in this paper. Important is that the edges in Fig.
1 are easy to identify. The result of this assignment can be seen in
Fig. 2. These steps might be successfully used for almost every
rotary or linear [6] machinery properties analysis.

The utilization of different graph types in electric circuits’
analysis is not a new idea at all. There are technologies (based
either on oriented graphs or directly describing the topological
structure of the circuit) used parallel to numerical or analytical
techniques [7]. One of the most referred are signal graphs [5].
Signal Graphs are mapping the flow of electrical signals through
the given circuit. They are able to interpret the graphical represen-
tation of Kirchhoff’s Laws; nevertheless, they are not able to follow
the topology of the circuit. The signal graph, following the given
rules, can be simplified together with a change of individual legs
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transformation. Finally, the algebraic expressions are obtained from
the graph structure. The investigated parameters can easily be eval-
uated according to a numerical (or analytical – where possible)
solution of equation sets representing Kirchhoff’s laws. 

2. Topological graphs

In contrast to oriented signal graphs, this type of graphical
structure represents directly the topological structure of the circuit.
The vertices are the nodes and the edges are the arms (Fig. 1).
The topological graph can be used for analytical representation of
a circuit’s topological structure in the form of matrix. The matrixes
obtained from these are known as Incidence topological matrixes.

To be able to build the topological graph of the circuit, it is
necessary to replace the dipole components of the circuit with their
representative – edge of the graph. The most important term in
graph theory is the graph tree. This definition covers such a sub-
graph, which contains all of the vertices, but no closed cycle. The
edges of the graph forming the tree are called arms, while the
complementary edges are called chords.

The graphical connection can be transformed into an algebraic
representation with several types of topological matrixes.

3. Incidence matrix

The adjacency matrix of oriented graph with vertices v1, …, vn

is a square matrix A(G) � (aij) of n-th degree, where aij is equal to
number of edges between vertices vi and vj. The incidence matrix
M � (mij) is a matrix with size of p 	 q, where p represents the
number of vertices and j number of edges. The value of mij is equal
either to 1 or 0 – based on incidence of vertex i and edge j. It is
also important to define the diagonal matrix D mij (dij), where value
of dij is equal to degree of vertex i. The relation between the adja-
cency matrix and incidence matrix is as presented: 

A � D � MMT (1)

The concrete construction of the incidence matrix can be illus-
trated at an example presented in Fig. 1 and its graph representa-

tion (Fig. 2). As can be seen in Fig. 2, there is either one or none
connection (edge) between the vertices. The rows of the matrix
are based on vertices and the columns on edges of the graph. As
described above, each row i of this matrix express which edges are
connected to vertex j. For example, edge 1 leaves from vertex 1 so
m11 is equal to �1. The same goes for edge 2 and vertex 1: m12 is
equal to �1 again. Edges 3, 4 and 5 have no connection (incidence)
to vertex No. 1, so their values are equal to 0. The edge 2 arrives
to vertex 2: the value of m22 is equal to 1. Based on these steps the
following matrix is obtained:

(2)

It is generally known that any row in the incidence matrix is
a linear combination of the rest of the rows. This means that one
of the rows contains redundant information and it is possible to
leave it out of the matrix. It is typical to quit the row correspond-
ing to reference (grounded) node, e.g. the fourth row from the
above presented incidence matrix. The obtained type of matrix is
called node matrix and is labeled as R. For the case presented in
Fig. 2 it is equal to:

(3)

When assigning every nth graph vertex to potential ϕn (relative
to reference node), each single component ank of matrix R can be
considered as an expression of potential ϕn influence on current
flowing through edge k. When the voltages on the edges are rep-
resented in the form of column vector u and the potentials of ver-
tices in the form of column vector ϕ, then the voltage of edges can
be calculated as:

u � RT ϕ (4)

The matrix R and the column vector u can be separated into
parts Rv , Rt and uv , ut . These components correspond to tree arms
and chords. The dependence between the potential of each vertex
and the voltage of each edge can be obtained from (5).

(5)

More detailed description of connection to electric circuits pre-
sented by the authors can be seen, e.g. in [5].

4. Inverse matrix by graph construction

There are numerous methods used to obtain the inverse matrix.
One of them is based on the graph construction. The method is
described in a simple example with alternating paths (the term
alternative path covers those paths where the edges of 1-factor and
edges out of 1-factor are alternating, and it begins and ends with
edge out of 1-factor [4]). The matrix A is adjacent to graph G. There
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also is an inverse graph G�1 with its adjacent matrix A(G�1). The
matrix obtained this way is an inverse matrix to the original one.
Graph G is understood as a finite non-oriented graph without loops
with the possibility of multiple edges [8]. The labeling of graph G
is represented as l:E(G) → R, where R is the set of real numbers.
When labeling l on graph G is available, the definition of adjacent
matrix A � (aij) to graph G is a square matrix of order n, where:

(6)

Graph G is called bipartite graph (or simply bigraph) when it
does not contain a circle of odd length. The non-empty sets R �
� V(G) constitute the bipartition to bigraph G � (V(G), E(G))
when R � C � � and R � C � V(G) and none of two vertices
from R (or C) are connected with an edge. When the bipartition
(R, C) of bigraph G is given, the R 	 C of matrix BRC(G) � bij can
be defined (�R� means cardinality of set R) as follows:

(7)

This matrix is called bipartite matrix of graph G. It is obvious
that:

(8)

Additionally, if BRC(G) is a regular square matrix then also
A(G) is regular. Graph G contains 1-factor (perfect matching) if
a factor of the graph with each vertex with a degree of 1 exists.
Symbol M(G) or (M) will be assigned to 1-factor of graph G (if
included in) and symbol G/M to the graph obtained from G by
contraction on edges of 1-factor [9]. The path with n vertices is
labeled as Pn . The path P in G of length k is a subgraph of G iso-
morphic with Pk�1. Let G contain 1-factor M(G). The path P is
in G alternating in respect of M(G) if one of the following criteria
is fulfilled:
� P is of length 1 (i. e. edge),
� from each pair of adjacent edges in P there is just one belong-

ing to M(G) and P begins and ends with an edge not belonging
to M(G).

The P is even (odd) alternating path when P contains even
(odd) number of edges out of M(G). When P is only an edge, it will
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be considered even (odd) alternating path if it belongs (does not
belong) to M(G).

Let G be a bigraph without multiple edges with unique 1-factor
M(G). Nodes u and v are arbitrary vertices in G. Then the number
of even (odd) alternating paths connecting the nodes u and v can
be specified as p�(u,v) (p�(u,v)).

Let G be a bigraph with unique 1-factor M(G). Then the
labeled bigraph G�1 with label l : E(G) → Z can be obtained as
follows [1, 10–12]:
� V(G�1) � V(G)
� let vertices u,v � V(G�1); then the edge (u,v) � V(G�1) if and

only if p�(u,v) 
 p�(u,v) and l(u,v) � p�(u,v) � p�(u,v).

5. Examples

A simple general example to illustrate the described theory has
been presented in [5]. A bipartite matrix B(G) is defined to sim-
plify the transcription.

It is obvious that the matrix B(G) is square and it is regular as
well. The concrete example can be transformed, according to the
rules described above, to the graph structure presented in Fig. 4. The
description of vertices corresponds to 1-factor. Since the 1-factor
and the alternating paths are very important in the process, it is
recommended to mark these components. So, the edges of 1-factor
are displayed bold in Figs. 4 and 5. The bipartite matrix of graph G
is:

(9)

The practical realization of defined rules to follow is very
simple. Point No. 1 from Fig. 4 (represents the input to the system)
is connected only to the resistor R1 (Fig. 3) at the beginning part
of the scheme (point 1� in Fig. 4). Thus the value B11 is equal to
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Fig. 3 Example of the electric circuit scheme
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1, the other values in the first row are equal to 0. On the other
hand, the parallel connection of resistor R2 and capacitor C1 (rep-
resented by point No. 2 in Fig. 4), has an association to points
No. 1� and 2. So the relevant values in B(G) are set to 1 while the
others in the second row are set to 0. This process leads to con-
struction of complete matrix B(G), finished by line No. 8, where
R10 (point No. 8 in Fig. 4) has an association to points No. 4�, 7�
and 8�.

When constituting the graph G�1 (with bipartite matrix B�1(G)
– an inverse matrix to B(G)) the below described steps have to be
followed:

1, the edges of 1-factor are put into the graph G�1 and a value of
1 is assigned to them (Fig. 4).

2, the other edges are included into the graph structure follow-
ing the algorithm:
– if between two vertices u� and v an alternative path(s) exists,

then the number of even p�(u�,v) and odd p�(u�,v) occur-
rences have to be counted. A new edge will be added in case
when p�(u�,v) 
 p�(u�,v) and its value (label) is l(u�,v) �
� p�(u�,v) � p�(u�,v),

– if not, the edge is not added.

The even alternative path has an even number of edges out of
1-factor, while odd has an odd number of those edges. The graph
constructed following these rules can be seen in Fig. 5. The cor-
responding B(G�1) is:

(10)

The practical realization of the above described steps is again
very easy. For instance, when analyzing the existence of alterna-
tive paths to point No. 4, only two of them exist (Fig. 5): 
– from 2� – this includes 3 occurrences, the final value assigned

to this path is: 1, and
– from 1� – this includes 5 occurrences, the final value assigned

to this path is: �1.
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Together with paths:
– from 3� – assigned as �1, and
– from 4� – assigned as 1

the fourth row of B(G�1) is set to (�1, 1, �1, 1, 0, 0, 0, 0).

The alternative paths illustrated in Fig. 5 represent all available
alternatives. The second half of the paths can be easily constructed
based on problem symmetry; although this cannot be generalized.
Nevertheless, one important remark has to be made in this point:
the alternative paths coming to point No. 8 are as illustrated in
Fig 5, but because of the mentioned symmetry case there are two
alternative paths from 1� available. Thus the value of B81 is equal
to �2!

Finally, it can easily be proven that the bipartite matrix of
graph G�1 is an inverse matrix to B(G):

B�1(G) � B(G�1) (11)

The procedure for adjacent matrix and its inverse matrix estab-
lishment is presented in [5].

At the conclusion of this chapter it has to be written that
a fully new principle for obtaining the adjacent matrix has been
successfully tested. The bipartite matrix (as a base of the adjacent
matrix) is a fundamental component for (almost) any following
both numerical and analytical analysis of (but not only) electric
circuits. Even though this, it also has to be mentioned that there
are certain issues where this technology cannot be applied or where
the computational complexity of this kind of solution does not
allow its successful implementation.

6. Conclusion

This paper is based on the authors’ results presented in [5]
completed with the latest knowledge and authors’ experience.
According to these, the base of any numerical method used in tech-
nical sciences to analyze and simulate the technical processes is
constituted on matrix calculus [1]. This is especially clear for elec-
tric circuits used in electrical engineering and power electronics
[13-16], where the physical reality and description of the circuit is
transformed into a matrix form. The numerical methods in these

R E V I E W

Fig. 4 Structure of graph G

Fig. 5 Paths in G
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cases are based on inverse matrix calculus. This can be done either
in an algebraic or numerical way.

The presented paper discovers a purely new technique to obtain
the inverse matrix necessary to construct the sets of equations. This
technique is based on graph theory and represents a unique and
new approach to numerical solutions of electrical problems. Gen-
erally, according to the presented technology, only the number of
components is important for building the adjacent matrix. The
concrete value of components is not important for this step of the
solution and may vary from element to element.

The method itself had been introduced in the paper. The pos-
sible way of electric circuit representation by graph structures had
been presented, as well as the matrix construction based on the
obtained graph. The mathematical background of inverse matrix
by graph construction had been presented, including the alternat-
ing path influence on matrix system construction.

Compared to the authors’ results presented in [5] the back-
ground theory was elaborated in a more precise way. The practical
example (asynchronous machine) were chosen to demonstrate the
theory and possible application of graphs. More complex example
is presented here by the authors and a simple solution based on
bipartite matrix is offered. This example (Fig. 3) can be considered
as an analogue filter used as a basic building block in signal pro-
cessing. The topology of the filter was chosen to demonstrate the
mathematical concept of the designed procedure. To be able to
follow the procedures a detailed description of the most important
steps is also presented. 

The advantages of the presented unique method can be sum-
marized as the following:

� the inverse matrix can be obtained without using either algebraic
or numerical technique; the necessity of algebraic description
of the task requiring the computation of inverse matrix is com-
pletely eliminated,

� graphical (clear) visibility,
� compared to [17] an alternating paths are taken into account,
� a simplified solution based on bipartite matrix is suggested.

The presented method has also several disadvantages. These
might sometimes also lead to unsuccessful application of the pre-
sented methods:
� necessity of graph scanning and finding the alternating path(s),

including the finding the 1-factor,
� algorithm is valid for bipartite graph structures only.

On the other hand, there is a computational complexity of the
method. As has been mentioned above, the method based on alter-
nating paths is a completely new method. The searching of 1-factor
is sufficiently described in the literature, so it is not presented in
the paper. The authors describe the principles and offer an example
– the question of computational complexity is outside the scope
of this paper. Nevertheless, it is clear that the presented method
can be successfully used mostly with “sparse” graphs with limited
number of edges. 
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1. Introduction

The development of continuous speech recognition (CSR)
systems in Slovak language expects a large amount of different
language resources to be collected [1 and 2]. First of all, the speech
database needs to be built, which is also the most expensive and
demanding task [3]. The building of the textual database of Slovak
texts for language modelling is also challenging [4 and 5] and could
be done using modern crawling technologies and post-processing,
morphological analysis etc. [6].

The KEMT-BN2 database campaign was carried out between
2009 and 2011. It consists of broadcast news (BN) shows from
the first Slovak public service broadcaster television (STV1 – Jed-
notka). The transcription task was mainly realized by brigadiers,
and then trained and evaluated by transcription specialist. The
database is a follower of the KEMT-BN1 [7] and the Slovak part
of the COST-278 [8] database realized in our laboratory [9]
(recorder from TA3 news television).

The purpose of the specialized BN databases is to build and
evaluate the automatic transcription system for BN shows [10].
This system should have special BN acoustic models for different
types of speech in BN shows (F-conditions) [11], special acoustic
models for anchors or speakers with high occurrence in the news
(politicians, sportsmen, artists, etc.) [12, 13 and 14] and also
a special language model from the BN domain [15 and 16]. To use
these models in the special detection system for speakers, different
types of speech etc. should be provided [17 and 18].

This paper describes the process of recording and collecting
the audio materials of the BN shows. Next, the transcription process
and the evaluation of the transcriptions are presented. Finally the

statistics of the collected annotated data in the database is depicted
and discussed in conclusions and future work. 

2. Recording the shows

The broadcast news shows were recorded from DVB-T channel
multiplex streaming the PS (program stream) data to the disk
using Technisat Airstar PCI card [19] from testing broadcast on
channel 25 in Kosice region before an official digitisation process.
The MPEG2 Program Stream was captured with time reserve, but
it was not truncated because a jingle detection algorithm based on
Euclidian distance or DTW is planned to be developed and eval-
uated on this data later.

The audio subchannel is de-multiplexed from the stream using
DGMPGDec DGIndex [20] GPL (GNU Public License) licensed
software resulting in .mp2 file (48 kHz stereo 128 kbits CBR con-
stant bitrate quality MPEG-1 Audio Layer 2 codec). 

Next, the audio file needs to be converted to a format com-
patible with transcription software and delivered to annotators (the
file size is also important). The used Transcriber software [21]
mentioned in the next chapter has several bugs when using mp3
format (the time was not correlating with wav or video) so the
mp2 files (not compliant) were recompressed to ogg format (Ogg
Vorbis 160 kbps q5.0 mono) using the freeware foobar2000 tool
[22] with Vorbis plugin. After that also a mono PCM 16 kHz wav
file was decompressed for database utilisation purposes.

The complete video recordings is planned to be converted also
to a well supported video streaming format for using in web appli-
cation for presenting the database with captions for the public
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(Fig. 1 – the COST278 TA3 part of the database on the web) [23].
The video recording is important when transcribing the speaker
names (from captions in the video) and topics descriptions too.

3. Transcription of the speech and non-speech audio
events

Transcription process consists of manual orthographic tran-
scriptions of the whole audio recording using Transcriber 1.5.1 tool
– a free software under GPL license (Fig. 2) [21]. The annotation
process follows the LDC (Linguistic Data Consortium) tran-
scription conventions for HUB4 [24] (DARPA-sponsored Hub4
continuous speech recognition evaluation) extended using new rules
for Slovak language and future use for lexical and language mod-
elling. The native xml file format file is .trs file. 

A) STM export
After completing the transcriptions the .stm (the NIST Scoring

toolkit Sclite [25] – a more simple text file format exported from
Transcriber) file is generated. The .stm file is the source format for
next processing of the recordings, as segmentation and conver-
sion to other speech database and online subtitles standards [26]
which are suitable for using reference speech recognition training
procedure described in [27]. We developed a special set of Perl
scripts for conversion from wav and stm file pairs to the standard-
ized SpeechDat database format for this purpose [28].

B) Transcriber modifications
The Transcriber toolkit was slightly modified for these purposes.

The description of noise markers was translated and extended
(the annotators have to enter the noise marker/tags only using
menu – to avoid frequent typos in non-speech tags). 

Next, also the conversion script for stm format export was
modified to include all tags in resulted stm file (some of them were
filtered).

Finally, the Slovak spellchecking feature was realized using
free GPL licensed Aspell (http://aspell.net/) dictionary and mod-
ifying the corresponding spelling TCL/Tk script (which should
send only the words to the dictionary – not tags) which was not

Fig. 1 Broadcast news shows (1/2) transcriptions (3) presentation on web interface (6) with ability 
to send an error report (5) to the administrator with automatic timestamp (4) of the paused video

Fig. 2 Transcriber window with audio segments, visualized waveforms,
transcribed text, speaker and topic tags
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able to work with Slovak symbols (CP1250 or UTF-8 encoded
characters) in the text.

C) Segmentation and foreign languages
The speech utterances in the database have not been too long

and every speaker inspiration event (breathing – tint) should be
regarded as a potential breakpoint.

According to segmentation, the silence inside a speaker turns
shorter than 0.5 seconds was not marked at all. Breakpoint in the
middle was inserted when the pause in the speech utterance is
between 0.5 and 1.5 seconds. When the pause was longer than 1.5
seconds, a special silence segment was inserted [7].

Foreign language utterances were marked with language event
tags and should not be transcribed at all.

4. Database corrections

The database includes many typos, mistakes, misspelling and
strange characters also after second annotator review of every tran-
scription. The correction process is important because every wrong
annotation could decrease the quality of the resulting acoustic or
language models.

The process used in our laboratory for acoustic models training
is very sensitive to every discontinuity in the database (refrec –
Reference Recognizer from COST249) [27]. This process is also
affected using the conversion scripts from file pairs (wav � stm) to
SpeechDat format, including the mapping of the noise markers/
tags and generating the phonetic lexicon.

There are more crucial points in the acoustic models (AM)
training procedure described in [29]:

� Generating the word level phonetic transcription of all segments
which will be used in the training procedure. Usually the script
finished with error that some word was not found in the phonetic
lexicon, generated during the conversion of the database. 
� Mainly it is a problem that some tags or non-word units passed

to the training because the tags mapping (from huge set of
noise tags to simple SpeechDat [sil] [spk] [sta] [int] tags [26])
missed some new tag (the developer needs to decide how to
map it). Also typing errors (typos) are discovered during this
stage like: missing character or mistyped character.

� Generating initial monophone models. Sometimes there is a
problem that for specific segment a proper label file is missing.
� This error is caused by inconsistency of the two filtering and

index file generating scripts, when one script filters out
a segment as not suitable for training (and do not include its
labels in the master label file) but the script for generating
the file-list of training segments decide that this segment could
be used for training. The architecture of the used training
procedure should be changed in the future to use only one

set of filtering rules in both scripts and including them from
specialized configuration file.

� Generating the phone prototypes. During this stage the developer
sometimes discovers that an unknown phoneme (or unwanted) is
in the training or some phoneme or noise model is missing. 
� This error is usually caused by a non-Slovak word (should not

be annotated or should be marked with a special tag) or fil-
tering script error, when some tag was filtered (during training
set generation) like not important for AM training (lexical
tags), but then we found out that also another important noise
tag was filtered.

� Generating tied triphone models sometimes crash because some
phoneme is missing in the decision tree or phonemes class defini-
tions.
� Sometimes we want to try a new phoneme set (reduced or more

specific) for testing the impact of the precise phoneme defini-
tions on the resulting system. During this stage sometimes the
phoneme class definition should be changed or the phoneme
mapping is not properly defined and should be corrected.

� Automatic forced alignment errors. When the forced alignment
procedure could not find a suitable automatic alignment for the
segment and its corresponding annotation the segment will be
included to the outliers list and will be discarded from the train-
ing procedure.
� Checking this outliers list and reviewing the original file and

the corresponding annotation, the annotation should be cor-
rected because there is usually some error in annotation (some-
times missing word or another word with similar meaning
instead the right one – it is complicated to find this type of
errors for the annotators because the brain is doing some auto-
matic correction sometimes during monotonous work).

5. Database statistics

The database consists of 291 TV shows in 210 hours of mate-
rial (including time reserve before and after). The total transcribed
database includes 141 hours of annotated audio material (1’169’832
words in 131’884 speech utterances) and the distribution of Focus
conditions is depicted in Table 1 below. 

The dictionary generated from this database consists of 95’376
Slovak words and 19’425 foreign words/names, noises, not correctly
spelled words, partial/misspelled words or abbreviations. 

The phonetic transcription (pronunciation lexicon) was gen-
erated using our developed Perl tool, and it is a very important
element of the database. The phoneme description is based on
SAMPA format [30] standard. Recently we found out that the
phonetic transcription based on words for SpeechDat databases is
not suitable for sentences, so we decide to change the training
script to accept also whole sentences phonetic transcription for
better inter-word phonetics.
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6. Conclusions

The collection of speech databases is the crucial problem when
developing an automatic speech recognition engines for different
domains and conditions. The broadcast news task is a very popular
issue nowadays, because the government regulation specifies the
minimal amount of shows with hidden subtitles for hearing impaired
spectators.

The new KEMT-BN2 database brings a very important contri-
bution to broadcast news processing. Not only for speech recogni-
tion but also for jingle detection, speech detection, speaker/anchor
detection (anchor – hosting character in broadcast programs),
segmentation, speaker clustering and different specialized noise
modelling for domain specific tasks.

The KEMT-BN2 database has 3 times more data in every impor-
tant parameter than the previous KEMT-BN1 and the Slovak part
of COST-278 database together [7].

In the next period, we plan to use this database for building new
acoustic models for broadcast news automatic continuous speech
recognition, evaluate these models with previous versions (built on
KEMT-BN1 and other databases) on new BN domain specific test
set. Together with our colleagues we already prepared the new lan-
guage model (LM) for BN task (adapted from huge universal LM
used in our previous projects [4]). We plan also to implement the
sentence level phonetic transcription process in the training script.
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Speech utterances distribution Table 1 
in the KEMT-BN2 database

Focus conditions of the utterances

F0 – prepared speech in studio 73.46 h

F1 – spontaneous speech in studio 23.13 h

F2 – prepared telephone speech (reduced-bandwidth) 1.20 h

F3 – speech with music in background (SNR<10dB) 13.80 h

F4 – speech under degraded acoustical conditions 35.03 h

F5 – speech performed by non-native speaker 0.36 h

FX – combined conditions of types mentioned above 18.89 h
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1. Introduction

In May 2011, installation of VDSL2 (Very-high-speed digital
subscriber line) was started by Telefonica Czech Republic. The
spectral profile 998ADE17 was chosen for VDSL2 lines operating
in the access network owned in the Czech Republic [1]. In a year
of operation, practical experience with the operation of VDSL is
already available and we proceeded to correct our simulation model
for digital subscriber lines [2]. The VDSL lines are widely used for
the transmission video-streams of IPTV (Internet Protocol Televi-
sion). The required bandwidth and quality of video stream on higher
layers of communication model is researched in many works, for
example [3]. This article is focused to transmission directly on the
physical medium and the physical layer. Two major problems were
identified with precision modelling of digital subscriber lines on
the physical layer.

Firstly, transmission function of the line must be accurate.
A real telecommunication line can be simplified as a homogeneous
line with evenly distributed electrical parameters. As the frequency
grows, the inhomogeneities along the line have more influence.

Secondly, code gain of the modem must be updated. The code
gain is depended on a vendor and its error correction and equal-
ization algorithms implementation.

Both problems are described and analysed in this article and
practices are recommended to address them. Another big problem
of metallic lines is crosstalk, which was addressed in many articles,
such as [4] and [5].

2. Types inhomogeneities

The telecommunications practice uses the following classifi-
cation for specific types of inhomogeneities that can appear in sub-
scriber lines in local access networks; they have originated from the
analogy technology:
� Inhomogeneities of type 1 – they include transitions between

different core diameters, transitions between different materials
(copper–aluminium), and transitions between different cable
arrangements (pairs–quads).

� Inhomogeneities of type 2 – representing “broken” quads, pairs,
pair with bad insulation, interruptions.

� Inhomogeneities of type 3 – they originate from disobedience of
rules for connecting groups (bundles) and layers (positions).

This classification is, however, insufficient for digital subscriber
lines that occupy the frequency bands up to tens of MHz, and
therefore it is desirable to introduce the classification according to
Table 1. The authors have further divided the individual types into
subtypes that are identified by lower-case letters.

It is particularly important to introduce the inhomogeneities of
Type 0 that are characterized by inhomogeneity of the cable
section itself resulting from imperfect manufacturing and installing,
and also from unmatched characteristic impedances of terminal
devices and the line section in the operating frequency range (com-
promise termination) due to extremely wide band.

Type 1 inhomogeneities are caused by the branched access
network topology and they must be taken into account in real oper-
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ation. Type 2 inhomogeneities, on the other hand, have the nature
of impedance faults, and therefore they should be eliminated by
manufacturing and installing; if they occur, the affected cable ele-
ments cannot be used for transmission. Type 3 inhomogeneities
do not introduce more serious problem than type 0a and their
consequences include mainly crosstalk. It is not possible to state
that these consequences are just negative, since a change of layer
causes changes in disturbance nature along the line, which may
influence the even crosstalk conditions inside the cable tree in
a positive way. Type 4 has been also introduced that includes par-
asite open-ended (4a) as well as functional (4b) taps on a line. The
open-ended taps should be eliminated (if possible), while the func-
tional taps should be correctly terminated. Type 5 is linked to
additional elements in the access network, such as patch panels,
distribution frames, splitters, etc.

3. Model of line with inhomogeneities

The transmission function of a line is influenced by many
factors, and the first option is to model it according to [6] as an
environment with multipath propagation:

(1)

where gi is the path weight, Ti is the delay of a path with length li ,
N is number of paths and α is specific attenuation.

Another modelling option is to use the telegraph equations, in
this case not with constant coefficients, but with variable ones, i.e.
primary parameters RLCG depending on the position within the
line. Simplified model can be used for practical applications, which
is based on real conditions in access networks – the inhomogeneities
are not simulated continuously, but discretely, as a limited number
of impedance mismatches on the line. In such a case we can model
the line as a cascade of individual sections with different parame-
ters and lengths.

If we want to determine the transmission function of a line
composed of several sections with different parameters and con-
taining also taps or other elements, we can express it from the
product of matrices describing the individual cascaded sections. We
should use the cascade parameters of a two-port network ABCD
[7]. The resulting matrix of the cascade will be given by the product
of the sectional matrices:

(2)

where A1 to An are matrices describing the cascaded elements and
a(f) to d(f) are the resulting parameters of the entire cascade.

Similar procedure can be applied also to modelling of lines
with inhomogeneity. The model will be formed by matrices describ-
ing homogeneous sections of various lengths. Between each two
homogeneous sections there will be inserted inhomogeneities of
different nature. The entire cascade will be terminated by a homo-
geneous section. There are two possibilities of defining the inho-
mogeneities: either using the impedance defects as combinations
of serial and parallel impedances (suitable for less serious defects),
or using electrically short sections with different secondary para-
meters; also, a combination of both methods can be used (suitable
for strong inhomogeneities).

Then we can describe a section of a homogeneous line with
length li , characteristic impedance Zci and propagation coefficient
γi using the following matrix:

(3)

Impedance ZS that is in series between the input and output
contacts will be expressed using the matrix (4); it can be used if
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Types of inhomogeneities Table 1 

Type Description Consequences

0 Cable Inhomogeneities

0a
Manufacturing and instal-
lation imperfections

Partial reflections, irregular
ripple of the characteristics

0b
Compromise line
termination

Partial reflections, regular ripple
of the characteristics

1 Line Inhomogeneities

1a Cable type change
Partial reflections, regular ripple
of the characteristics

1b
Cable construction
change

2 Impedance defects

2a
Mismatching of cable ele-
ments

Major damage of line function
with rapid growth of attenuation

2b Insulation leakage

2c Conductor interruption

3 Position change
Partial reflections, irregular
ripple of the characteristics

4 Taps

4a Open-ended taps
Strong reflections and local maxi-
mums of attenuation

4b Functional taps
Reflections and local maximums
of attenuation

5 Added components

5a
Patch cords and cables
on MDF

Add attenuation and partial
reflections

5b
Distribution frames and
cross-connects

Add attenuation and partial
reflections

5c Splitters
Impact on parameters for low 
frequency
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there is an inhomogeneity caused by increased specific resistance
or inductance (e.g. contact resistance in cross-connect and distri-
bution frames).

(4)

Impedance Zp that is in parallel with the common input and
output contacts will be expressed using the matrix (5); it can be
used if there is an inhomogeneity caused by increased specific
leakage or capacitance (e.g. capacitance of cross-connect and distri-
bution frames).

(5)

The resulting matrix will be calculated as a product of odd
number of partial matrices (1�2n) as follows:

(6)

where ALi are matrices describing homogeneous sections (Lines)
and ADi are matrices modelling the inhomogeneities (Defects), but
with different secondary parameters Zci and γi than in the matrix
ALi (3). The number of matrices depends on the required nature
of inhomogeneities. For practical use, modelling of inhomogene-
ity by electrically short sections of lines with different secondary
parameters can be recommended. The formula (6) can then be
rewritten as a product of matrices, as follows:

(7)

where lLi are the homogeneous sections lengths and lDi are the
lengths of sections modelling the inhomogeneity. 
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In order to approach the pseudo-random nature of inhomo-
geneity originating by cable manufacturing and installing, it is
advisable to choose the lengths so that they are not integer multi-
ples of each other. An example of modelling a line with inhomo-
geneity and added components (e.g. capacitance of cross-connect
and distribution frames, patch cords, connection from main dis-
tribution frame to DSLAM) is shown in Figs. 1 and 2 where the
value of a 500m section is compared to that of a homogeneous
line in a TCEPKPFLE 75	4	0.4 local cable. 

4. Improvement code gain calculation

Mentioned more precise calculations for line transmission para-
meters were implemented into Simulator xDSL program [2]. The
simulation program is designed to perform calculations within the
spectral compatibility sphere in a metallic access network and cal-
culations concerning a transmission performance for several types
of digital subscriber lines.

The simulation program allows performing simulation of all
lines xDSL. For each transmission technology it is possible to set
up an additional parameter. For example, for VDSL2 it is neces-
sary to set up frequency band and PSD mask (Power Spectral
Density). The transmission environment is modelled with the use
of the noise profiles A, B, C, D, defined by ITU-T for each tech-
nology. However, it is also possible to use one’s own combination
of different transmission technologies.

For more precise calculations of transmission performance in
Simulator xDSL program, there was a gain code correction applied.
The code gain (CG) of modem depends on how the subscriber’s
data are protected during the transmission. What is more, a value
of code gain affects bits allocation in each sub-channel of DMT

Fig. 1 Attenuation of a homogeneous line (green) and of 
a line with inhomogeneity and added components (red)

Fig. 2 Module of input impedance for a homogeneous line (green) 
and for a line with inhomogeneity and added components (red)
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(Discrete Multi-tone) modulation. Number of allocated bits for
i tone (channel) is determined by (8) [5]:

(8)

where, bi is the number of allocated bits, Si is a signal power, Ni is
a noise power. Constant kb is given by (9):

(9)

where SG is Shannon Gap 9.55 for BER � 10�7, NM is Noise
Margin (usually for xDSL NM � 6 dB). Figure 3 shows a depen-
dence of signal to noise ratio (SNR) on a number of channel. Blue
curve is again measured, while red comes from theoretical simu-
lation.

An example of code gain calculated from measured values of
noise margin is shown in Fig. 4. The noise margin value varies
because of the user modem that is trying to provide a maximum
bitrate, which depends on the actual SNR value for a given tone.
The noise margin is not really constant, but varies between the
minimum and maximum values around the desired value of 6 dB.
The calculated code gain from noise margin and SNR values is
around 6 dB.

5. Conclusion

Two major problems were identified with precision modelling
of digital subscriber lines: inhomogeneity along the line and code
gain vendor dependence. The updated classification and inhomo-
geneity was used to refine model lines. In result, code gain value
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differs, depending on a vendor and algorithms implemented into
the end user modem. For that reason, improvements can be applied
only to a specific modem. Despite these conditions, Simulator xDSL
allows to perform calculations according to specific conditions and
obtain exact values for transmission performance of xDSL system.
Table 2 summarizes the results before correction and after correc-
tion of the downstream bitrate modelled values for both the intended
effects. Parameters of local cable TCEPKPFLE 75	4	0.4, spectral
profile 998ADE17 to 17 MHz and noise model B (ETSI) were
used for all cases. The noise model B is calculate from typical
crosstalk from other 15 lines with VDSL2 modems and mix of
SHDSL and ADSL modems in reference cable with 50 pairs.
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Fig. 3 Dependence of SNR on order of DMT tones

Fig. 4 Dependence of noise margin (blue) and code gain (red) 
on order of DMT tones

Bitrates of VDSL2 profile 998ADE17 comparison Table 2 
for 1 km length of line

Description Downstream bitrate

Effect of inhomogeneity:

Without inhomogeneity 16 Mbps

With inhomogeneity 12 Mbps

Effect of code gain correction:

Original value of code gain = 3 dB 12 Mbps

New value of code gain = 6 dB 16 Mbps
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1. Introduction

In this article the simulation testbed of the new QoS and secu-
rity integration model for mobile ad-hoc network (MANET) is
introduced. The MANET is characterized as a set of mobile nodes
and devices connected to each other through wireless. A basic
feature of abstinence is very solid infrastructure nodes which are
able to create and maintain a connection between them. Research
in the field of MANET is oriented to following areas: QoS, Secu-
rity and Cross Layer Design.

Quality of Service (QoS) is a dynamically evolving field of
research dealing with different areas. In literature, research is ori-
ented to QoS models, QoS resource reservation signalling, QoS routing
and QoS Medium Access Control (MAC) [1]. There are many defi-
nitions of the term QoS [2]. From network point of view, the QoS
is a guarantee provided by the network to satisfy a set of prede-
termined service performance constraints for the user in terms of
the end-to-end delay statistics, available bandwidth, probability of
packet loss, and so on [2] and [3].

Security is also a dynamically evolving field. The major role of
security mechanism is the ensuring of services: Confidentiality,
Authentication, Availability, Integrity and Non-repudiation. Re-
search communities in MANET’s solve problems of Secure Routing,
Key Management and Intrusion Detection System [4].

The main idea of Cross Layer Design (CLD) is to increase the
performance and adaptability of MANET. Cross-layering tries to
share information among different layers, which can be used as
inputs for algorithms, for decision processes, for computations, and
adaptations [5]. Based on research the three main CLD architec-

tures have been designed: Direct communication between layers,
Shared database architectures, Heap architectures or Completely novel
approaches.

Optimized Network Engineering Tools (OPNET) Modeler [6]
is a useful tool for simulation and design of different type net-
works and related technologies. OPNET modeler provides a wide
range of different types of simulation models of devices, commu-
nication technologies, wired and mobile network protocols and
technologies. OPNET Modeler combines the C/C++ programming
language and PROTO-C language. PROTO-C is characterized as
a finite state transition diagrams (FSM) to implement different
simulation models and supporting technologies. OPNET modeler
provides fairly straight-forward tools to simulation study using
standard models. Developing new models or modifying existing
ones is a challenging and often frustrating undertaking [6].

2. Main motivation for the validation of the new model
in OPNET modeler

The main ideas of the integration model are to provide QoS
and security mechanisms at the same time, and that user or ser-
vices have the possibilities to interact with system via CLD. Inte-
gration provides also the proper functionalities of QoS and security
mechanisms. Our model enables cooperation between QoS and
security mechanism and also between users and system by modi-
fied security service vector. The goal of the simulation testbed in
OPNET modeler is to show that the proposed model does not
affect the activity of the network and greatly contributes to the
integration between QoS and security.
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3. New QoS and security integration model for MANET

In this section the new QoS and Security integration model
for MANET is introduced. 

The model provides the ability of mutual cooperation between
QoS and security related systems and algorithms by a new cross
layer interface (model) with modified security service vector. Our
new model is displayed in Fig. 1. The model includes all compo-
nents for interactions between the user and system to integrate
security as one parameter. A block cross layer model and modified
security service vector is a block where the Cross layer model
(CLD) is used to create interactive environment between users and
the system and also provides support interactions between the
routing protocol and modified security service vector (SSV). The
block QoS (parameters) represents a mechanism for delivering of
QoS in MANET network environments. It defines and specifies the
QoS parameters necessary to provide the required services. The
block Security (parameters) represents a mechanism to provide
security-related services and also defines the necessary parameters
used to process services providing. The block User&Service enables
the interaction between the user and the system. The block Modi-
fied routing protocol represents the routing protocol with imple-
mented modified SSV algorithm for selecting the optimal way
based on user defined requirements (QoS and security).

The main idea of the model is based in the current use of QoS
and security mechanisms as well as the interaction between users
and systems in order to provide the type of service. Integration
itself is necessary for proper functioning of both mechanisms in
terms of QoS and security. The model also provides users with the
possibilities to specify requirements for new services in MANET. 

The main part of the model is modified SSV and cross layer
model or interface (CLD) [7]. The modified SSV is based on the
security service vector designed especially for wired IP networks
[8]. A main idea of the modified SSV is shown in Fig. 2. Modifica-
tion of the SSV is defined into two parts: user and system. The
user part deals with a process of collecting the relevant data about
requested services. In our case, these data are created by QoS and
security parameters. Parameters can represent different QoS and

security parameters or mechanisms for providing QoS and secu-
rity processes [9]. 

In this model, users can specify the required parameters and
the using of this approach can actively affect the system (routing)
processes. The system part of our modification represents the new
method of processing collected data and also deals with routing
processes of the routing protocol. Each MANET node includes the
algorithm to process the routing packet (RP). Algorithms analyze
the routing information stored in RP and analyze the information
about requested parameters, QoS and security (rSSV) [7], [9].
CLD is used to process bidirectional collection of relevant data
from application or network layer by the modified SSV. These data
are used for routing which uses the DSR routing protocol. This
model enables cooperation between QoS and security mechanisms
by the new designed cross layer model and modified SSV. 

The main idea of CLD is depicted in Fig. 3. In the case of
a source node, the user defines the SSV attributes via CLI inter-

Fig. 1 The new QoS and security integration model 
with cross layer interface and modified security service vector

Fig. 2 The modified SSV model in MANET

Fig. 3 The new cross layer interface for MANET
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face located on the application layer and CLD interface sends
these data to the network layer where they are stored to the mod-
ified route cache [9]. In the case of a routing node, the CLI analy-
ses the incoming packet and reads information about the SSV
stored in the packet. If the modified route caches do not include
the information about security and QoS from the application layer,
the CLD interface activates recollecting process of these data from
the application layer. In the case of a destination node, the CLD
collects data about requested QoS and security from the routing
packet and from the modified route cache.

4. Simulation setup and experiments

The main ideas of the testbeds were to verify possibilities of
implementing and testing a new designed model in MANET termi-
nals. All behaviour of the proposed model was simulated in OPNET
modeler 16.0. The three simulation scenarios were used to evalu-
ate effectiveness of integrating a new model with CLD and modi-
fied SSV (Table 1):
� The model where the nodes used the routing protocol DSR without

modified SSV and CLD (DSR) – data are transmitted by each
layer without CLD and modified SSV.

� The model where the nodes used the modified routing protocol with
the implemented modified SSV (DSR+SSV) – data are transmit-
ted by each layer without CLD with implemented modified SSV.

� The model where the nodes used the modified routing protocol with
the implemented modified SSV and CLD (DSR+SSV_CLD) –
data are transmitted by new CLD interface and modified SSV
is implemented.

The three parameters were used to check functionality of the
proposed model with the integrated modified SSV and CLD,
namely: 
� Time to processing – means the process time necessary to

process all operations of data on nodes. Time is measured from
the time of creation, from the application layer or from arrival
on the physical layer. 

� Delay of MANET – represents the value of the average end-to-
end delay measured from the network layer on the source node,
where the MANET packet is created, to the delivery of the
packet to the destination node. This parameter also includes the
processing time which is necessary for all SSV processes during
source-destination transport. 

� Total packet processing delay – this parameter represents the
average delay in MANET networks from sending a packet to
the adoption of the packet on the IP layer of the target node.
The parameter does not reflect the time needed to processing
information SSV. 

In the first experiment, the processing time on source, routing
and destination nodes was analyzed. This parameter represents
the time required for processing and creating the modified packet.
The term processing, in the case of the source node, means the
time since the creation of the requirements to transmit data at the
application layer to the time of the packet departure from the
physical layer. It is the time of data arrival at the physical layer
and of return to the physical layer in the case of a routing node. It
is also the time that is necessary to perform required activities in
the case of a destination node.

In the second experiment, the parameter delay of MANET
was simulated and analyzed. This parameter gives the information
how long it takes to deliver a MANET packet from the source to
destination nodes. It provides good information about the time
necessary to deliver a MANET packet from the source to desti-
nation nodes and includes the time for CLD and for carrying out
the activities of the modified SSV. 

The third experiment shows how the processing of modified
SSV and CLD affect the total packet processing delay that repre-
sents the time necessary to transmission of the packet from the
source to a destination node through the MANET network. This
transmission depends on dynamic source routing protocol (DSR)
with the implemented modified SSV and CLD algorithms.

5. Simulation Results 

The results of monitoring the processing time depending on
the type of node (first experiment) are shown in Fig. 4. The pro-
cessing time parameter is monitored on the source, routing and
destination nodes. Based on the collected results, we can conclude
that in all cases (source, routing, destination nodes), the better
results were obtained for model DSR+SSV_CLD in comparison
with DSR and DSR+SSV. For example, in the case of the source
node, the implementation of the DSR+SSV increased the value of
the processing time by 11.70 % as compared with DSR. When
DSR + SSV_CLD were applied, the values of the processing time
were reduced by 19.09 % as against the DSR and by 24.89 % when
compared with DSR+SSV. 

When the DSR+SSV was implemented into the destination
node the processing time increased by 12.37 % as compared with
DSR under the same conditions. In the case of the destination

OPNET modeler simulation parameters Table 1 

Parameters Values

Number of nodes 10 – 100

Simulation areas

500	500 m2

(for 10–50 nodes)
1000	1000m2

(for 60–100 nodes)

Simulation period 1000 s

Number of simulations 100

Number of collected values per simulation 1000

Speed of nodes 0–2 m.s�1

Mobility model Random waypoint model

Space model Free space
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node, implementation of the DSR+SSV_SSV represents a decrease
of processing time when compared with DSR (by 16.80 %) and
DSR_SSV (by 19.15 %). The implementation of CLD into the
MANET model (DSR+SSV_CLD) provides reduction of the pro-
cessing time compared with DSR model and model DSR+SSV.

The final results from second experiment, in which the delay
of the MANET network was analysed and studied, are displayed
in Fig. 5 and 6. The results showed that the delays of the MANET
were increased after implementation of DSR+SSV_CLD by 20.21
% as compared with the standard DSR and by 27.24 % when using
DSR+SSV. However, applying DSR + SSV_CLD reduced the delay

by 5.52 % as compared with DSR+SSV. The lowest increase of the
delay value was achieved for 50 nodes – the average delay after
applying DSR + SSV_CLD increased only by 2.41 % and by 11.36
% using DSR + SSV as compared with the standard DSR protocol
and applying DSR + SSV increased by 11.36 %.

In the last experiment the total packet processing delay was
analyzed. All the obtained results are displayed in Fig. 7 and 8. For
example, when DSR+SSV_CLD were applied in MANET con-
sisting of 50 nodes, the total packet processing delay was reduced
by 3.13 % against the standard DSR protocol and the application
of the SSV + DSR meant achieving an increase (about 3.16 %).

6. Conclusions

The new model has been designed for cooperation between
QoS and security mechanisms in MANET. In order to test the
functionalities of the new model, which includes the modified SSV
and CLD, the simulation testbed analysis of three MANET models
were presented. The models DSR, DSR+SSV, DSR+SSV_CLD
were analysed. All simulations were simulated in OPNET modeler.
Based on the collected results (see section Simulation Results) of
processing time, delay and total packet processing delay, we can
conclude that our designed integration model with CLD and mod-
ified SSV for MANET represents a insignificant increase of these

Fig. 4 Processing time for source, routing and destination nodes

Fig. 5 Delay of MANET [ms] analysis depending 
on the number of nodes for 10–50 nodes

Fig. 6 Delay of MANET [ms] analysis depending 
on the number of nodes for 60 -100 nodes

Fig. 7 Total packet processing delay of MANET [ms] analysis
depending on the number of nodes for 10-50 nodes

Fig. 8 Total packet processing delay of MANET [ms] analysis
depending on the number of nodes for 60-100 nodes
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parameters in MANET. This model is also useful for the process-
ing of QoS and security integration for MANET.
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1. Introduction

The Internet or internetworking communication systems are
based on universal network-level interconnections. These intercon-
nections enable delivery of data units from their source to their
desired destination. Internetworking also deals with the complex-
ity of various underlying communication technologies that today’s
heterogeneous networks comprise of. The IP (Internet Protocol)
plays a central role in the Internet architecture, as it is responsible
for appropriate routing of packets in the Internet [1].

Routing is one of the main properties of the Internet and
enables establishment of robust and efficient networks. The data
unit is sent directly to the destination, if the destination is on the
same subnetwork as the source is. Otherwise, the data unit is
sequentially being sent to the routing devices in the network that
make decisions about directions so the data unit reaches desired
destination [1]. Such devices, which interconnect subnet works and
pass packets from one to the other, are called routers. The behaviour
of routers depends on a routing protocol. A routing protocol defines
a set of rules used by a router for communication with neigh-
bouring routers. Routers between a source node and a destination
node must choose and maintain paths to be used. The router must
create routing tables and compute the best route to use [2].

Since OSPF (Open Shortest Path First) currently represents
the most widely used routing protocol, any valuable improvement
to keep pace with the rapidly changing Internet environment would
be greatly appreciated. The limitation of this protocol is that its
link cost calculation algorithm does not take actual link load into
consideration. If there are two links with the same bandwidth and
the link utilization of the first is very low and for the second link

very high, OSPF assigns both links the same metric [2]. An explana-
tory example is in Fig. 1. This network consists of six routers; most
of the routers are connected with 100 Mbps Ethernet links and
their cost corresponds to a metric of 10, see Table 1. Technology
of 10 Mbps Ethernet is used to connect router E with routers B
and I. Metric assigned to links between these routers is 10. In this
network, User 1 and User 3 communicate with the server. Based
on path metrics calculated as a sum of metrics of all links on the
path from the source to the destination the entire data traffic passes
the link between routers D and E. With increasing users’ demands
on the server this link may become congested. Situation becomes
even worse when User 2 also starts to communicate with the server.
Congestions cause service performance degradation and in extreme
cases even service disruption.

This paper brings a novel mechanism that also includes link
load into link cost computation to improve routing in OSPF net-
works. This mechanism considers link load as an additive para-
meter for a final metric, which solves the problem of absence of
traffic awareness and is aimed to balance the load among network
links and routers, which in general decreases latency for trans-
ported data and overall improves network performance. This paper
is a summary of on-going research presented in [3] and [4].

New Cost Adaptive OSPF (CA-OSPF) is proposed in [5].
However, this solution is not applicable for heavily loaded networks
where the CA-OSPF cannot improve the network performance
[5]. The recent works related to routing algorithms improvements
[6], [7], [8] and [9] can be used to choose a path with specific
bandwidth requirements. An implementation of QoS (Quality of
Service) routing extensions for OSPF is proposed in [10]. Also
many balance heuristic techniques were proposed to avoid con-
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gestion and utilize links with low load [11], [12]. However all of
these solutions focus only on the case of full link congestion and
there is no rerouting of traffic until then. This load balancing gets
to a stabilized state after a number of reached link congestions
and so the convergence time is very long. The equilibrium is again
broken when the volume of traffic changes and convergence process
has to start afresh.

The main goal of this paper is to propose a novel and more
efficient mechanism to improve routing in data networks using
OSPF protocol. To achieve this purpose, a couple of extensions of
current routing methods will be examined.

A) OSPF metric
Dijkstra’s algorithm is used by OSPF for calculating the best

path through complex networks. The shortest-path calculation is
executed with a full knowledge of the topology.

RFC document [13] does not specify what the link metric
should be. Most of the routers calculate the metric based on the
configured bandwidth. The metric is then inversely proportional
to the bandwidth; higher bandwidth means lower metric.

Metric of a path is the sum of the individual link metrics on
the path to the destination. The formula used to calculate the
metric of one interface is:

(1)

Different manufacturers use different reference bandwidth, ho-
wever, common reference bandwidth is 100 Mbps (100,000,000 bps).
The reference bandwidth has to be equal for all routers in the
same routing area. Only one metric can be assigned per interface.
According to formula (1), the metric for Ethernet technology is 10
(108/10 000 000 bps). OSPF metrics for frequently used link
types and based on formula (1) are summarized in Table 1. The
interface metric is an unsigned 16-bit number; the total metric of
a path is a 24-bit unsigned integer, as can be seen from the format
of LSA-3, LSA-4, LSA-5, and LSA-7. Metrics are rounded down
to the nearest integer. If its total metric overflows the 24-bit value,
the path becomes unusable.

metric
bandwidth

reference bandwidth
=

If the link bandwidth is 100 Mbps or higher, then based on
formula (1) and commonly used reference bandwidth, the link
metric will be 1, which is not optimal as there is no distinction
between 100 Mbps and faster links. To solve this problem, it is pos-
sible to set new reference bandwidth for all routers in the entire
network, using a router configuration command.

2. Proposed method

Dijkstra’s algorithm solves the shortest path problem by finding
a path of minimal total cost between the nodes based on link
metrics. Link metrics do not include the link load. Solution is that
an integer value is added to the load of a link as an additive com-
ponent of bandwidth based metric. This method builds on common
metric calculations used by OSPF protocol. The computation of
a novel metric for the novel method derives from formula (1):

(2)

The component metric is a link metric computed according to
the formula (1), metricnext technology is calculated using the same

novel metric
bandwidth

reference bandwidth

load metric metriclognext techno y

= +

+ - -_ i

Fig. 1 OSPF network example

Default OSPF metrics Table 1

Technology 108/bps Metric

Gigabit Ethernet 108/1 000 000 000 bps 1

Fast Ethernet 108/100 000 000 bps 1

Token Ring (16 Mbps) 108/16 000 000 bps 6

Ethernet (100 Mbps) 108/10 000 000 bps 10

E1 108/2 048 000 bps 48

T1 108/1 544 000 bps 64

64 kbps link 108/64 000 bps 1562

56 kbps link 108/56 000 bps 1785

9.6 kbps link 108/9 600 bps 10 416
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formula, but bandwidth of the next slower technology according
to Table 1 is used. This means that if the link load approaches full
utilization, the next slower link is used as an alternative path
because the metric of the faster link is degraded linearly with load
to match metric of 0% utilized link of next slower technology when
the link is fully loaded. The situation is described in Fig. 2, where
the metric for 100 Mbps link grows with link load to finally match
the metric of Token Ring link.

Along with the method, we propose several improvements.
The first one includes a moving average because of its averaging
characteristics and the ability to smooth fluctuations. The second
one considers real maximum link load utilization. The third one
calculates link metric using highest link bandwidth present in
OSPF area as reference bandwidth. And the fourth improvement
consists of using next slower technology present in current topol-
ogy instead of next slower technology according to Table 1, in link
load impact calculation.

A change in the network topology is represented as a change
in one or more of the LSAs. LSAs flooding process can noticeably
degrade performance. The change causes new LSA flooding and
calculation of new routing tables. However, even this amount of
necessary traffic is undesirable.

A) Exponential weighted moving average application
Data collected in the time order can be averaged over several

samples. Moving averages are often used in time series data analy-
sis. Moving averages can be useful for measuring the changes in
a trend, smoothing fluctuations and as a forecast for the next period.
In this paper, the used raw data are link load observations
of a router. Link load values represent data from which the moving
average will be computed.

Exponential Weighted Moving Average (EWMA) [13] has
become popular process-monitoring tool in a process-control field.
Due to EWMA’s robustness and ability to monitor a dynamic
process with memory and drift, this approach is adopted for pro-
posed method.

EWMA, sometimes also called Exponential Moving Average
(EMA), provides a higher level of accuracy when compared with
simple or weighted moving average. EWMA uses weight factors
that decrease exponentially, which brings much more importance
to the recent observation, but all the previous observations are
included. Let cn be an observation at time n, the explicit formu-
lation of EWMA is:

, (3)

where A(n) is the current EWMA average, ci is the value of link
load at time i, k is the number of previous values used in calcula-
tion or the averaging depth and A(n � k) is the EWMA average
of k samples before. The starting value c0 equals zero or is gener-
ally being set to the mean of former observations. The effect of the
starting constant c0 decreases over time. The formula relies on an
effective period for the exponential moving average called
smoothing factor λ, 0 � λ � 1, λ � 2/(n�1), where n is the period
of the moving average. The parameter λ determines the rate at
which previous observations influence the calculation of EWMA.
A value of λ � 1 implies that only the most recent observation
influences the EWMA, thus higher value of λ gives more weight to
recent data. The weight of each older observation is then decreased
by a factor of (1 � λ) [13]. EWMA can be computed recursively
as [14]:

A(n) � λcn � (1 � λ)A(n�1). (4)

The recursive form of the EWMA calculation simplifies the
formula (3) and decreases computing complexity. The recursive
fashion (4) requires only two pieces of information to be processed.

Application of the EWMA technique is demonstrated using
an example depicted in Fig. 3. The blue line stands for raw link
load data, representative of current bandwidth usage. The red line
stands for EWMA of the raw data. Formula (4) was used for
EWMA computation. It can be seen that the series is smoothed,
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Fig. 2 Metric degradation of 100 Mbps link based on load

Fig. 3 Exponential weighted moving average example



142 � C O M M U N I C A T I O N S    2 A / 2 0 1 3

with much lower variance. The decrease of the weights is an expo-
nential function of the weighting factor λ. If the value of λ is close
to zero, the moving average at any time n is significantly influ-
enced by older values.

As mentioned before, the first improvement of the novel
method is the application of EWMA technique onto the novel
metric (3). The resulting formula can be expressed as:

(5)

Figure 4 describes the impact of sampling frequency on EWMA
convergence time. There are four similar graphs where the blue
line stands for link load and the red line stands for EWMA of
load. If the sampling is done every 30 minutes, it can be seen from
the first graph that the convergence time is about 2 hours, which
is not feasible. On the other hand, if the sampling is done every
minute, the EWMA curve copies the load curve. So in this case,
parameter λ should be increased.

B) Maximum link load utilization
This improvement considers the real maximum load of the

links. This method is advantageous when used in heterogeneous

EWMAnovel metric metric load

metric metricnext technology

1

$

$= +

-

_

_

i

i

networks or in networks supported by routers of different perfor-
mance where it provides better scalability and network perfor-
mance.

The best way how to explain this method is to show an example.
For assembling the topology in Fig. 1, Linksys routers WRT54GL
were used. The manufacturer claims 100 Mbps link bandwidth.
However, according to the real measurement, the maximum band-
width is only 32 Mbps. If 32 Mbps is the real maximum utilization
instead 100 Mbps, the routers are not able to reach link utilization
of 100% and the network performance is correspondingly lower.
This problem prevails especially with less powerful routers. There-
fore, as a solution, a maximum relative load parameter is applied.
The resulting formula can be expressed as:

(6)

When the network infrastructure is homogenous, the maximum
relative load is approximately equal for all the links. But this
approach still enables better scaling of metrics with link load.
Maximum relative load is most useful when it is quite different from
100%, so the load effect on metric is spread evenly in the range of
real bandwidth, which the link is capable of.
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Fig. 4 Impact of sampling frequency on EWMA convergence time
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C) Reference bandwidth value optimization
Original OSPF metric is calculated using reference bandwidth

set to 108 [15]. This value is too small for today’s link bandwidths
and it causes that 100 Mbps, 1 Gbps and faster links have equal
metric, see Table 1. Reference bandwidth value can be changed by
network administrator, but when altered, it has to be manually set
to the same value on all routers in order to shortest path selection
to work properly. The solution would be an automatic fastest link
seeking. This can be done in two ways. First possibility is to specify
and distribute information about fastest link before the first topol-
ogy creation. This is easier and often should be enough, because
link bandwidths rarely change during operation. But it requires new
LSA type or alteration of existing one to spread the highest encoun-
tered link bandwidth value. Second solution is to resolve it during
topology creation. This is more complex, because the metrics have
to be calculated before the maximum link bandwidth in network
is known. Routers can calculate metrics using largest value already
known to them, but also have to transmit used reference band-
width, so other routers can correct their values if used reference
values are mismatched. The advantage is possibly lower conver-
gence time, especially for larger topologies.

Extension to this technique is an automatic detection of all
present link bandwidths. This enables, in cooperation with improve-
ment in section D), more accurate spreading of link load effect on
metric because non present link bandwidths are left out and only
the existing ones are considered when calculating next line speed
metric, as shown by equation (6).

D) Matching technologies present in topology
Based on the formula (3), link load impact is multiplied by

metric difference of current technology and the next slower tech-
nology according to Table 1. This is often sufficient, as multiple
technologies used in one network mostly differ by one level. In
some situations, when this is not the case, e.g. 100 Mbps lines are
used for headquarters networking, but remote sites are intercon-
nected by a leased line E1 link, this approach would yield no
benefit.

The problem is, that in Table 1, there is another technology
with metric value between the two mentioned. So in full load of
100 Mbps link, the metric for this link would be degraded to
match the next slower technology, 10 Mbps link. The metric of an
E1 link would still be much higher and therefore the link would
not be used as an alternative. Solution is using the next technol-
ogy present in current topology when calculating metricnext technology.
This requires modifications to the OSPF topology discovery pro-
cedure to ensure that all routers know all technologies present in
topology and therefore can change the link metrics based on load
in a consistent and efficient manner. Such procedure is a question
for further research beyond this paper.

3. Conclusion and future work

Open Shortest Path First is the most commonly used Internet
routing protocol. The limitation of this protocol is that the algo-
rithm does not take link load into consideration. This paper sug-
gests using an alternate costing strategy to counter this problem.
A novel method of OSPF metric calculation was proposed. An
additive metric that considers current load of the link is added to
the default metric. Also four methods to improve the OSPF metric
calculation were proposed. All the proposals are summarized in the
paper. Fig. 5 shows the metric evolution based on link load for
100 Mbps link. It can be seen that the novel method is functional
and adapts the metric according to the link load. Proposed method
may cause unwished characteristic, as frequent routing table changes
can degrade the service and create downtimes. Also as IP protocol
routing is dynamic, two-stage oscillation effect can occur. In this
case, the traffic switches between two paths back and forth. Further
work will be focused on solutions to these problems. As discussed
in [3], further simulations will be done in ns-3 with direct code
execution support, running altered Quagga OSPF daemon on the
simulated nodes. Next, this altered OSPF implementation will be
deployed on real devices to confirm the simulated results and
carry out performance measurements.
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Fig. 5 Metric evolution based on link load for 100 Mbps link
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1. Introduction

Nowadays, most of digital images are stored in the digital form
for future utilization. The digital data protection against illegal use
becomes still more important. In the field of digital images, the
protection against copying or modifications is most important. One
way how to protect digital images is to use digital watermarking
techniques. There exist two general ideas: the visible watermark and
the invisible watermark. Visible watermarks are mainly known for
example as logos of television stations. The invisible watermarks
are used especially for author rights authentication to the digital
content (image, video). Generally speaking, invisible watermarks
can be inserted in the spatial domain or in the transform domain
[1]. There exist lots of methods which use the spatial domain for
watermark insertion [2] and [3]. The most famous and firstly pub-
lished method uses the least significant bits of the image data for
watermark insertion. However, most of these methods are not
robust enough.

This paper focuses on the invisible watermarks and techniques
that use the transform domain of digital images for watermark inser-
tion and are useful, for example, to secure the images in biomedical
systems [4].

Discrete Cosine Transform (DCT), Discrete Fourier Transform
(DFT), Discrete Wavelet Transform (DWT) and Walsh-Hadamard
Transformation (WHT) are used to transform from spatial to fre-
quency domain. These transforms are mostly used in many fre-
quency domain watermarking methods [5], [6], [7] and [8]. 

This paper deals with watermarking methods that use DWT,
DCT and SVD together. We developed two novel techniques that
are robust to various types of attacks. The first technique is based
on 2D-DCT and SVD transforms, the second one is based on 2D-
DWT and SVD. Experimental results described in last sections
show that both of these methods are suitable for image data pro-
tection against illegal use.

2. Common techniques used in watermarking systems

In most cases the frequency domain representation of the digital
image is acquired using two dimensional DCT (2D-DCT) or two
dimensional DWT (2D-DWT). The 2D-DCT is usually applicable
on the square image data (matrix) of dimension 8	8 pixels. Sim-
ilarly to other transforms, the 2D-DCT attempts to decorrelate the
image data. Low frequencies are concentrated in the top left corner
of the transformed matrix, high frequencies are concentrated in
the bottom right corner. This transform is used in the well-known
JPEG and MPEG compressions schemes. The second frequently
used transform in image and video compressions schemes is the
2D-DWT. The 2D-DWT decomposes the original image into four
bands, the watermark can be embedded in all frequencies [7]. 

SVD as a general linear algebra technique is used in a variety
of applications, for example in watermarking. Modifying the singu-
lar value decomposition of the image is one of the most prevalent
techniques in transform domain watermarking. SVD is described
by the equation

NOVEL WATERMARKING METHODS BASED ON FREQUENCY
DOMAIN AND SINGULAR VALUE DECOMPOSITION
NOVEL WATERMARKING METHODS BASED ON FREQUENCY
DOMAIN AND SINGULAR VALUE DECOMPOSITION
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A � USV T, (1)

where the diagonal entries of S matrix are the singular values, the
U matrix contains the left singular vectors and the V matrix con-
tains the right singular vectors. Each of the new matrices has the
same dimension as the original matrix A. The important fact is
that each singular value s from the equation

(2)

specifies the luminance value of image layers while the correspond-
ing pair of singular vectors specifies the geometry of the image
layer [9].

3. Quality parameters

The Peak Signal to Noise Ratio (PSNR) was used for testing
the quality of the image with embedded watermark. The final PSNR
value is expressed as

(3)

In case of gray-scale images. MSE is Mean Square Error defined
by the equation

(4)

where M, N define the image size, x is the pixel value of the origi-
nal image, and x� is the pixel value of the watermarked image. 

The Normalized Cross Correlation (NCC) function was used
for quality evaluation of the extracted watermark. NCC is defined
by the equation

(5)

where I, J define the size of the embedded watermark and W, W�
define the original and extracted watermark bits.

4. Proposed watermarking methods

New watermarking schemes based on a method described in
[5] will be presented in the following paragraphs. The first pro-
posed method uses 2D-DWT and SVD, the second one uses 2D-
DCT and SVD. Both methods divide the original image I into four
sub-images before embedding.

The following steps describe the embedding process of the pro-
posed watermarking methods (Fig. 1):
� The first step is to divide the gray-scale image I into 4 sub-

images I1, …, I4,
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� 2D-DWT or 2D-DCT is applied on each sub-image I1, …, I4

(only the first decomposition is used in case of 2D-DWT),
� in the next step the SVD is used:

� 2D-DWT: SVD is used to CA sub-band.
� 2D-DCT: All coefficients are zig-zag scanned at first, the SVD

is used only for the first quarter of DCT coefficients. 

The SVD is computed by the equation

Ak � Uk Sk Vk,
T,   k � 1, 2, 3, 4 (6)

where k specifies the sub-image.

� The 2D-DWT/2D-DCT is applied on the whole watermark image
W. Dimensions of the watermark image must be equal to quarter
of the size of the original image I.

� Next the SVD is applied. The CA sub-band of the watermark W
is processed in case of 2D-DWT. The first quarter of zig-zag
scanned DCT coefficients is used in case of 2D-DCT:

AW � UW SW VW
T (7)

� Singular values of each sub-band are modified by the singular
values of the DWT transformed visual watermark:

si
*k � si

k � αswi ,   i � 1, …, n, (8)

where si
k are singular values of Sk, swi are singular values of Sw and

α is the scale factor.

� Finally 4 sets of modified DWT/DCT coefficients are obtained
by the equation

A*k � UA
k SA

*k VA
kT, (9)

where k � 1, 2, 3, 4

and the watermarked image can be obtained using inverse 2D-
DWT / 2-DCT.

Watermark extraction process (Fig. 2) can be summarized in the
following steps:
� The watermarked image is divided into 4 sub-images Iw1, …, Iw4.
� The 2D-DWT (only the first decomposition) or 2D-DCT is

applied on each sub-image Iw1, …, Iw4.
� The SVD is applied on each of the CA sub-bands in the case of

2D-DWT or on the first quarter of the zig-zag scanned coeffi-
cients in case of DCT.

A � USV T (10)

� The 2D-DWT/2D-DCT is applied on the entire visual water-
mark W.

� The singular values are extracted from each quadrant Ak , where
k � 1, 2, 3, 4

s k
wei � (si

*k � si
k)/α,   i � 1,…, n, (11)
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where s k
wei are singular values of extracted watermark s k

we in k quad-
rant.

� The inverse 2D-DWT or 2D-DCT is applied on each set to con-
struct four extracted watermark images.

� The best extracted watermark is chosen according to the com-
puted NCC.

5. Evaluation of the proposed methods

We use the Checkmark benchmark tool to evaluate the pro-
posed methods. The Checkmark easily carries out attacks on water-
marked image and returns the results of watermark extraction
success.

There exist 4 groups of attacks in the Checkmark: removal
attacks, geometric attacks, cryptographic attacks and protocol

Fig. 1 Watermark embedding process

Fig. 2 Watermark extraction
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attacks. The image Lenna (Fig. 3a) as the original image I and the
image of face (Fig. 3c) as the watermark image were used to test
the proposed methods. The scale factor 0.16 was used as a trade-
off between watermark invisibility and robustness. The differences
between the original and the watermarked image are shown in
Figs. 3a) and 3b). The watermarked image (Fig. 3b) has notably
different brightness than the original image (Fig. 3a).

We compared the novel method with a method that uses only
DCT domain [10]. This method uses the luminance part of the
image and DCT to embed the watermark in the image. Table 1
shows the results of watermark extraction after the selected attacks.
384 were carried out in total. However, Table 1 shows only the
most common and most frequently used attacks.

6. Conclusion

The paper describes newly proposed image watermarking
methods based on the wavelet transform and disrete cosine trans-
form and singular value decomposition and. Our methods were
compared with method described in [10]. The results introduced
at the end of this paper show that our methods are highly robust
to a lot of attacks.. The advantage of the proposed methods lies in
high percentage of correctly extracted watermarks. The disadvan-
tage of both methods is high computational complexity. We would
like to improve these methods and add error correction codes to
improve the reliability in the future.
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a)

Fig. 3 a) Lenna original, b) Lenna – watermarked image, c) Watermark

b) c)

Results of the test Table 1 

Attacks NCC – DCT NCC – DWT NCC-

Cropping 10% 0.9627 0.9178

Cropping 20% 0.8863 0.8728

Cropping 50% 0.7245 0.7357

Cropping 75% 0.6301 0.6046

Dithering 0.7840 0.6966

Gaussian blur 3	3 0.9872 0.9899 0.8264

Gaussian blur 5	5 0.9870 0.9897 0.8264

JPEG q � 10 0.9974 0.9911 �0.7000

JPEG q � 40 0.9995 0.9982 �0.7000

JPEG q � 90 0.9997 0.9999 0.8667

Median filtering (3	3) 0.9813 0.9878

Median filtering (4	4) 0.9930 0.9575

Ratio change (0.8:1) 0.9890 0.9899

Ratio change (1:0.8) 0.9847 0.9945

Ratio change (1:1.2) 0.9903 0.9973

Rotation 15° 0.8174 0.7234

Rotation �1° 0.7232 0.7570

Rotation 45° 0.9880 0.9600

Scale (0.50x) 0.8169 0.9102

Scale (0.75x) 0.9656 0.9806

Scale (0.90x) 0.9722 0.9794

Scale (1.10x) 0.9865 0.9906

Scale (1.50x) 0.9969 0.9968

Scale (2.00x) 0.9950 0.9958

Sharpening 0.8316 0.8700

Wiener filter (3	3) 0.9718 0.9773

Jpeg 2000 (0.1 bit/pix) 0.9148 0.9110

Jpeg 2000 (3.5 bit/pix) 0.9998 0.9997

Jpeg 2000 (8.0 bit/pix) 1.0000 0.9997
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1. Introduction

Nowadays virtualization presents a solution which can enhance
reliability, security, portability and ease the maintenance of com-
puter clusters [1] and [2]. In order to answer the question, how the
virtualization techniques influence overall delay of transmission;
we chose several free full virtualization tools and compared each
other. We found out that the selected virtualizations have different
characteristics and their median values do not match. There are
many advantages of virtualization but besides them we also need to
take into account the drawbacks of the technology, especially now
when its use has become so prevalent. The main disadvantage is an
overhead generated by the virtualization tool. The overhead causes
virtual machines to be less efficient than the physical devices with
similar attributes and reduces their performance. Further, the over-
head can have a negative impact especially on real-time applications
since it can cause long delays and increase the variance of delay
between the individual packets [3], [4] and [5]. The aim of this
article is to find out what impact different implementations of the
virtualization technology have on the real-time traffic represented
here by IP telephony as it is one of the most widely spread real-
time technologies. The influence of the number of processor cores
and memory size is also to be analyzed.

2. Virtualization tools

This part presents the three most common virtualization tools:
VMware Player, Kernel-based Virtual Machine (KVM) and Virtu-
alBox. Regarding KVM, high performance requirements on the
instruction translation in the binary form resulted into a combina-
tion of experience gained in the different virtualization models.
When the hardware-assisted virtualization emerged, a new kernel-
module-based hypervisor started to be developed for the GNU/Linux
platform. This hypervisor combines both high performance and

versatile usability. By extending the Linux kernel with the KVM
hypervisor, the advantages of the model which allows for maintain-
ing each single virtual machine as a standard Linux process [6]
can be exploited. The second VirtualBox is a multiplatform virtu-
alization tool designated to run under OS Windows, Mac OS X,
GNU/Linux or Solaris on platforms using most common HW
architectures. The tool allows performing full virtualization with
a hosted hypervisor which means that an already installed operat-
ing system is required to run this tool. The vast versatility of this
tool enables an easy transition between different hosts with dif-
ferent operating systems [7]. The most favoured and well-known
producer in the field of virtualization is indisputably VMware. Its
products belong among the most used solutions and are mainly
designated for the x86 architecture and its descendant x86-64.
The company offers products that implement a so called “bare-
metal” hypervisor or a hosted hypervisor allowing the company to
cover a larger part of the market spanning from end-users with low
requirements to servers and data centres in which high efficiency,
performance and scalability is a must.

3. Measuring platform and methodology

The methodology used in this paper relies on and uses the
free full virtualization tools. Their virtual machines will be run on
high performing hardware with a hardware assisted virtualization
support.

3.1. Measuring platform preparation

As the KVM needs a hardware-assisted virtualization support,
it is necessary to use a computer equipped with a processor sup-
porting the Intel-VTx or AMD-V technology, two incarnations of
the mentioned hardware-assisted virtualization technology from
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IN DELAY-SENSITIVE ENVIRONMENT 
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both largest x86 processor producers. Main hardware and soft-
ware parameters of the used computer are summarized in further
points: processor Intel(R) Core(TM) i7, 8 GB RAM, two 1Gbps
NIC and 64-bit operating system Debian Squeeze. The tested topol-
ogy consists of one computer with SW Asterisk PBX on virtualized
platform, one 1Gbps switch and traffic generator Optixia XM2
with IxLoad control SW [8], the situation is depicted in Fig. 1. 

3.2. Measured parameters

Real-time network applications including IP telephony depend
on network parameters that influence the transmission quality [9]
and [10]. Using the Optixia XM2 we are able to measure Interar-
rival Jitter, Delay Variation Jitter, One Way Delay, Post Dial Delay,
Media Delay and Post Pickup Delay [8]. We define a variation of
delay as a jitter. It is the difference between the expected and real
time of the packet reception. This appears during the packet trans-
port through the IP network when the time shift between packets
occurs because of the queue ordering in routers [10], [11] and
[12]. In this article, the following parameters were chosen to carry
out measurements on generator and analyzer: Interarrival Jitter,
Delay Variation Jitter and Post Dial Delay. Due to the low virtual
machine utilization and low number of the UDP sockets, finally,
we decided to implement a codec translation which, of course,
increases the utilization and after that we could observe a differ-
ence in performance of real-time applications on various virtual-
ization platforms. The configuration can be split into three parts
– the first part with global parameters, the second with network
parameters, and the third describes the selected test activity. There-
fore, the test scenario consists of a fixed part which is the same for
all the tests, and the variable part which is determined for the
selected activity. Activities can be combined, enabling measuring
multiple parameters during single test iteration. The test starts with
the MakeRegistration procedure. Once both sides of the commu-
nication are registered, the SIP MakeCallAuthentication and SIP
ReceiveCallAuthentication procedures are executed. These are
followed by the authentication RTP session. Once it is over, the
call is ended. 

3.3. Test methodology

The test scenario remains the same for all the tests though
several parameters of the virtual machines, including RAM capac-
ity, number of processor cores and used virtualization tool, changed.
Due to the above mentioned limitations, the end-to-end delay vari-
ation can only be measured between the UA that generates the
call and the communication server. Under our scenario, the traffic
has a linearly increasing trend but the utilization and delay increases
are not linear at all. Asterisk PBX responds to an increasing load
with a notch increase once a certain load threshold is exceeded.
Once the hardware limit has been reached, Asterisk begins to refuse
registrations and first unsuccessful calls appear.

4. Results

The data files were analyzed using the exploratory analysis
applied to each individual parameter. The ANOVA test was applied
to verify data independence and other required properties. Every
result category consists of charts describing how the three most
important parameters are influenced by the current environmental
setting. These parameters are Post Dial Delay, Delay Variation Jitter
and Interarrival Jitter. 

4.1. Classification according to virtual tools 
performance

Fig. 2 depicts three variables (KVM, VirtualBox, VMware) and
their effect on the Post Dial Delay and Delay Variation Jitter. The
first variable, KVM, has a very limited range of measured data
especially when compared to the other variables (VirtualBox and
VMware). However, due to this limited range it is impossible to
determine how these values are distributed. 

VirtualBox has its median value lower than the average meaning
that the most values were observed mainly under the average which
is affected by several high values. This can be said about VMware
as well, since the data distribution is similar to VirtualBox except
the narrower data range. In the second parameter, Delay Varia-
tion Jitter, we can see the similar behaviour.

4.2 Classification according to memory size

The classification according to a memory size describes data
properties for four variables which represent individual memory
sizes. We had in use following four different values successively of
the RAM size 512 MB, 1GB, 2GB and 4GB. Our exploratory
analysis showed a low variety of results and a presence of outliers,
as is depicted in Fig. 3. According to the results of measurements
classified by a memory size, we can assume that virtual machines are
memory independent when speaking about the reasonable amounts
of memory.

Fig. 1 Test topology
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4.3 Classification according to processor cores

The classification according to a number of processor cores
describes data properties for four variables which represent indi-
vidual number of processor cores. We had the following sequence
of processor cores: one core, two cores, three cores and four cores.
Figure 4 shows the results for Delay Variation Jitter. The number
of core processors significantly affects the evaluated results in all
the measured parameters. Exploratory analysis was again performed
from data set across all the tested platforms.

4.4 Variance analysis

All the tables that are presented in this section contain values
of Delay Variation Jitter in relation to the type of the used virtu-

Fig. 2 Boxplot of Post Dial Delay and Delay Variation Jitter for all three virtualization tools

Fig. 3 Boxplot of Post Dial Delay and of Delay Variation Jitter for test runs with 512 MB to 4 GB RAM size

Fig. 4 Boxplot of Delay Variation Jitter for various numbers of cores
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alization tool. First, we need to find out whether the data set is
compliant with the Normal distribution; the results of chi-squared
test are in Table 1. 

A chi-squared test or χ2 test, is any statistical hypothesis test
in which the sampling distribution of the test statistic is a chi-
squared distribution. Since P-value for all the virtualization tools
is equal to zero, we can state that data distribution in all cases is
compliant with the normal distribution. Then we continue with
the homoscedasticity test to find out if the variances of the data
sets are equal or not. Data variables, N(μi , ∑i) are homoscedastic
if they share a common covariance (or correlation) matrix ∑i �
� ∑j , �i,j. Because all the data variables do not come from the
normal distribution, to confirm their homoscedasticity we use the
Levene’s test instead of Bartlett’s test. Levene's test is used to test
the null hypothesis that all k population variances are equal against
the alternative that at least two are different. Let Zij � 
 Xij � X�i 
,
n be the total number of samples and ni be the number of samples
in the i-th group, then denote

, (1)

,  (2)

If the null hypothesis is valid then test statistic returns approx-
imately Fisher-Snedecor distribution with k�l degrees of freedom
in the nominator and n�k degrees of freedom in the denominator.
Levene's test statistic is expressed in relation (3).

(3)

Since the null hypothesis assumes that the variances of indi-
vidual data sets are equal, we can now state that according to the
P-value obtained from the Levene’s test in Table 2 this hypothesis
can be rejected. This means for us that we can take the data sets
as different and, therefore, continue with the Kruskal-Wallis test.
For k independent observations ranked as X11, X12, …, X1n1

… Xk1,
Xk2, …, Xknk

we denote n as the total number of observations
across all the groups. Then we determine Rij as the rank (among
all the observations) of observation j from group i, thereby Ti is
expressed as their mean value (4) and the test statistic is given by
(5).
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Using this test can point us in direction of further data analy-
sis and more importantly provide us with the information whether
median values of individual data sets are equal. Since the P-value
obtained from this test is 0 we can reject the null hypothesis and
we now know that the median values differ, which can be confirmed
from the presented boxplots. With Kruskal–Wallis test done, we can
now proceed to post-hoc analysis of this test using the so called
Dunn’s test. Dunn’s method is used in cases of rejecting the zero
hypotheses in the Kruskal-Wallis test. It is used for multiple median
comparisons and can say whether two chosen data sets differ greatly
in their distribution, mainly median. The results of Dunn’s method
are presented in Table 3.

Using the critical value from the table above, we can learn
that all three pairs differ significantly in their median values. This
way confirmed the properties of all the data sets in this article, but
for the sake of the reasonable size of the paper we do not publish
them for all the measured parameters.

5. Conclusion

Although the properties of the test did not allow measuring
data traffic between the sender’s and receiver’s user agents due to
the codec translation, it was possible to compare the obtained
values of communication between the user agent and the server
providing the IP telephony services. Looking at the results of the
exploratory analysis, we can conclude that the pre-test assumptions
regarding the virtualization tool performance were correct. The
lowest range of values of the Post Dial Delay, Delay Variation Jitter
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Chi-Squared Test of Delay Variation Jitter Table 1 
Data Set Normality

Test Chi-Squared

KVM P-value � 0.01

VirtualBox P-value � 0.01

VMware P-value � 0.01

Levene’s Test of Delay Variation Jitter Data Table 2 
Set Homoscedasticity Confirmation

P-value

Levene’s test � 0.01

Results of Delay Variation Jitter Analysis Table 3 
using the Dunn’s Method

ti – tj Critical Value

KVM-VirtualBox 4189.91 92.244

KVM-VMware 4130.29 92.244

VirtualBox-VMware 1812.44 92.244
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and Interarrival jitter is achieved using the KVM. Although the
VMware has a background of large and prosperous company, it
did not perform well enough to beat its competitor KVM espe-
cially as regards the stability of results. From the real-time appli-
cation point of view, VirtualBox can be considered as the least
efficient and advantageous solution as the values of all three mea-
sured parameters obtained while measuring with this virtualiza-
tion tool were the worst in every aspect. Looking at the results, we
can also assume that the virtual machines are not memory depen-
dent. Their dependence on the number of processor cores, on the
other hand, is rather obvious. Using other statistical techniques we
have confirmed that the data for different categories (KVM,
VMware, VirtualBox; CPU core categories) have different char-

acteristics and their median values do not match. This and other
possible interpretation of the results can be read from the pre-
sented boxplots.
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1. Introduction

In addition to increasing user demands and new internet ser-
vices like Triple Play, the requirement for greater bandwidth grows
around 50–70% per year [1]. Copper wirings are close to their
limits – both achievable distance and bandwidth. Optical fiber seems
to be the best appropriate solution. Gradually, optical fibers spread
from core networks to access networks.

Data transport in optical networks can be presented by the
Time Division Multiplexing (TDM) and the Wavelength Division
Multiplexing (WDM), where TDM can be realized electrically
(ETDM) or optically (OTDM). OTDM has no electronics limita-
tions and so can be used for high-speed data generation (actually
the research groups achieved over 10.2 Tbps per one channel). In
the comparison with limitation of ETDM networks, OTDM appears
to be a solution for networks of next generations.

THE INFLUENCE OF BINARY MODULATIONS IN OTDMTHE INFLUENCE OF BINARY MODULATIONS IN OTDM

Petr Munster – Radim Sifta – Vladimir Tejkal – Miloslav Filka *

In this paper we propose a simulation test using different binary modulation formats in optical network based on the Optical Time Divi-
sion Multiplexing (OTDM). OTDM in optical networks is used for high speed data generation in point−to−point networks. Dispersion and non-
linearities in optical fibers can cause transmission disturbances, which can influence the throughput of the transmission system and maximal
achievable distance. Basic modulation formats RZ and NRZ with new CRZ and CSRZ formats were tested in OTDM simulation model.
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* Petr Munster, Radim Sifta, Vladimir Tejkal, Miloslav Filka
Brno University of Technology, Czech Republic, E-mail: munster@feec.vutbr.cz

a) b) c)

d)

Fig. 1 Frequency spectrum of transmitted 160 Gbps OTDM signals at the output of multiplexer for modulation formats: 
a) NRZ, b) RZ 33%, c) RZ 50%, d) CRZ, e) CSRZ

e)
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Throughput of every transmission system can be affected by
nonlinearities and dispersions. Modulation formats have a big
importance for transmission systems and could have a positive
influence on maximal achievable distance and bit−rate. Except
basic modulation formats the Non−Return−to−Zero (NRZ) and
the Return−to−Zero (RZ), new types of modulation formats for
optical networks were tested − the Chirped Return−to−Zero (CRZ)
and the Carrier−Suppressed Return−to−Zero (CSRZ).

A) NRZ
NRZ is a main modulation format for transmission of data

signal over optical fiber. Level of logical 1 takes the whole bit
interval and in this duration the level of logical signal does not
return to zero. The return to zero is caused by the change of the
signal. Phase is 0 for the level of logical zero and π for the level of
logical 1. In the comparison with other modulation formats, NRZ
has a narrower spectrum of the central lobe and signal peaks are
at multiples of the bit−rate [2].

B) RZ
The RZ modulation is based on return of the signal to logic

zero. Pulses wide are shorter than bit interval wide. RZ is based
on the NRZ modulation which is further modulated by a sinu-
soidal function. Commonly used formats are: RZ with 50% duty
cycle, RZ with 33% duty cycle, RZ with 67% duty cycle (CSRZ).
Pulses for all RZ signals have the same shape independent of the
neighboring bit value. In the ideal modulation the pulse phases are
identical. The central lobe of the optical spectrum of these RZ
signals is wider than central lobe of the NRZ signal due to the nar-
rower width of the RZ pulses [3].

C) CRZ
In CRZ a chirp is added to RZ by applying a phase modula-

tion where the sinusoidal control voltage has twice the frequency

compared 50% RZ and oscillates twice the amplitude. Compared
to classical RZ pulses phase is changed by π every following bit
period. Carrier frequency is destructively affected and no peak is
apparent on it, which improves the signal modulation [3].

D) CSRZ
In case of the CSRZ modulation the RZ optical signal after

Mach−Zehnder modulator goes through a phase modulator driven
by an analog sine wave generator at a frequency equal to half of
the bit rate. That will introduce a π phase shift between any two
adjacent bits and the spectrum will be modified so that the central
peak at the carrier frequency is suppressed [4].

2. OTDM Simulation model

In OTDM narrow optical pulse lasers are used, hence it is pos-
sible to use extremely narrow time slots with a correspondingly
high bandwidth. The higher bit-rate than for ETDM in one wave-
length channel is achieved by multiplexing lower bitrates in an
optical domain [5].

This section demonstrates simulation of 160 Gbps transmission
and demultiplexing in OTDM network for different modulation
formats. Simulations were done with OptSim software from RSoft
Design Group [6]. The block scheme of simulation model in Fig. 2
is divided into 4 main parts − transmitter, control signal, the Sym-
metrical Mach-Zehnder Interferometer (SMZ) and receiver.

The transmitter part is based on 16	10 Gbps data generation
in sixteen channels on the same wavelength 1550 nm and with
pseudorandom bit sequence. In this paper two almost same simu-
lation models with same parameters were tested. Just the CW laser
was used in the first model and the ML laser was used in the

Fig. 2 Block scheme of the 160 Gbps OTDM network. Except the block modulator, the scheme was the same  for all modulation formats
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second model (the default setups were used for both laser models).
Pseudorandom bit sequence is modulated and then split in 8 direc-
tions. Every direction is delayed by 1/8 time window and multi-
plexed. The signal is multiplexed again by 1/2 time window. Spectra
of the transmitted signals are shown in Fig. 1.

The important part of the Symmetrical Mach−Zehnder Inter-
ferometer (SMZ in Fig. 2) is 10 GHz control signal. The control
signal is used for switching when it saturates the Semiconductor
optical amplifier (SOA) in the loop and changes the index of refrac-
tion. Between two counterpropagating data pulses the differential
phase shift is achieved for data pulses switching to the output port.
SOA offset from the center position then provides switching window
duration. The principle of the Terahertz Optical Asymmetric Demul-
tiplexer (TOAD) based on SMZ is shown in Fig. 3.

The output signal at the switching port carries data informa-
tion of demultiplexed channel and suppressed interference from
other channels. Fig. 4 shows corresponding Eye diagram of the
switching port at the receiver part for the RZ modulation.

3. Description of the parameters 

The main parameters for assessing the quality are the Bit Error
Rate (BER) which shows the signal to noise ratio, Eye diagram and
Q-factor. 

The Q-factor is a performance estimator. It shows the quality
of the signal with regard to the signal to noise ratio (SNR). This
includes all physical signal disturbances. These disturbances reduce
the quality of the signal and cause bit errors [4]. Consequently, the
higher Q-factor ratio means a better signal to noise ratio and thus
lower BER. The BER is approximately [4]: 

(1)

The BER expresses the frequency of bit errors given by the
ratio of the incorrectly transmitted elements in a digital signal to
the total number of transferred elements [4].

In telecommunication systems an eye pattern (Eye diagram) is
an oscilloscope display where the vertical input repetitively sampled
a digital data signal from the receiver and data rate is used to
trigger the horizontal sweep. From the Eye diagram is possible to
offer some other parameters like jitter, Eye Amplitude, Eye Delay
or Intersymbol Interference (ISI), which shows the interleaving of
the modulation pulses.

Corresponding Eye diagrams with good BER and with low
BER are shown in Fig. 4 or in Fig. 5.

4. Results

The spectra of transmitted signals are shown in Fig. 1. The
central peaks of all transmitted signals are set to 1550 nm wave-
length. Both NRZ and CSRZ have a similar narrow power spec-
trum peak, but the CSRZ modulation does not have a chirp in the
middle of the carrier frequency. Absence of this chirp in the central
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Fig. 3 TOAD based on Symmetrical Mach-Zehnder Interferometer

Fig. 4 Eye diagram for RZ 33% modulation with BER 10�10

Fig. 5 Eye diagram for NRZ modulation with BER 10�2
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of the carrier frequency reduces the intersymbol interference. The
CRZ modulation has a wider spectrum than other modulation
formats and is less affected by nonlinearities (but a wider spectrum
is worse for WDM systems). 

Note that the widely accepted definition is used to express the
factor in decibel units.

As shown in Fig. 6 the best BER was achieved with the CSRZ
modulation and CW laser in transmitter. The worst BER (2.16 E-2)
was achieved with the CW laser and NRZ modulation. This value
is low and the system could not correctly recognize the signal.
Results of the Q-factor and BER for all modulation formats are
shown in Table 1.

Graphs of the Q-factor and BER (Figs. 6 and 7) show all mod-
ulation formats with their values. As you can see with a higher Q-
factor also BER grows. The minimal value of BER for the correctly
recognized signal should be about 10�5 and for the Q-factor about
4 dB.

Results of BER and Q-factor for all modulation Table 1 
formats for both lasers

Fig. 6 Graph of comparison BER parameter for all modulation formats for both lasers

Fig. 7 Graph of comparison Q-factor parameter for all modulation formats for both lasers
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5. Conclusion

In this paper new modulation formats for OTDM were tested.
At present the NRZ modulation format is the most used format
for optical communications because of its simple implementation
and good transmit parameters. From the results you can see that
other modulation formats (RZ, CSRZ and CRZ) had better para-
meters in the tested OTDM models and could be used in optical
communications. The CSRZ modulation due to its good tested
transmit parameters should be used for longer distances. The CRZ

modulation then should be used in optical networks with big influ-
ence of nonlinearities and dispersions. Laser also has big influ-
ence on the transmitted signal. With mode lock lasers the short
pulses can be generated and, therefore, these lasers are more suit-
able for high-speed data generation.
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1. Introduction 

Sound systems are nowadays increasingly confronted with the
requirement of high fidelity sound reproduction. This is closely
related to the spectral composition of reproduced acoustic signal.
Thus, the reproduced signal should contain the same spectral com-
ponents as the original and have the least possible distortion (linear
or nonlinear). However, high fidelity also increasingly depends on
the transfer of information about the original sound source location.
It means the direction and distance of the original source related
to the listener. For example, this information is very important in
the area of teleconferencing technology, but also in the area of
arts or entertainment. Among other methods of multichannel sound
reproduction systems there is wave field synthesis (WFS) [1]. WFS
is a modern method of sound reproduction allowing the true repro-
duction of sound field including the spatial information. This method
utilizing almost exclusively horizontally installed line array sources
for the reproduction of acoustic signal.

It is very useful to simulate the acoustic field generated by
single sound source or even by more sources. The final image can
display the interaction of the sources in areas where they are
summed together according to the phase and amplitude relations
between them. Therefore, we can get the picture of sound pressure
level in the area in front of the loudspeaker array. 

The method of ideal sound source simulation is presented in
[2]. In our work, we take measured directional characteristics of
real sources into account, including diffraction.

The line array sound source described in this paper was
designed as the sound source for the use with the WFS. The system
consists of eight loudspeaker enclosures, each of the same con-
struction and with 3-inch speaker inside. 

The paper presents the process of directional characteristics
measurement and subsequent application of the measured data to

simulate directional behavior of the real sources. All the simula-
tions were done in Matlab.

2. Ideal sound source simulation

The essential assumption for all of the presented simulations
is that all sources are placed in the free field. Therefore, reflections
from the walls or other barriers are not considered [3]. Moreover,
the simulations and measurement were done only in the horizon-
tal plane. One of the possible ways of sound field description is
utilizing the velocity potential Φ [3] and [4]. It is a scalar func-
tion and acoustic (particle) velocity v � grad Φ can be calculated
as [5]. An advantage of description with velocity potential is the
scalar addition of individual sources contributions as described

. (1)

It means that the total velocity potential in every point of the
space is the sum of potentials induced of all the sources. Then
acoustic pressure p of harmonic wave with angular frequency ω
can be written as

(2)

where ρ0 is medium density (air density in our case).

Basic source used in acoustic simulations is a point source
[6]. Its main property is frequency-independent omnidirectional
polar pattern. Velocity potential of the i-th point source at the
point X in distance of ri from the source can be calculated as [3]
and [4]
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parison between the results of the simulation of ideal and real sources is shown.
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where Ai is an amplitude of the source and k is the wave number
(k � ω/c0, where c0 is speed of sound). However, the real sources
(loudspeakers) can be considered as the point sources only in the
situations when the wavelength of emitted sound wave is much
greater than physical dimensions of the source [6]. Nevertheless,
only very low frequencies satisfy this requirement – more precisely,
the frequencies meeting condition kR � 1, where R is the radius
of speaker diaphragm. In other cases it is more accurate to utilize
vibrating circular piston sources in the simulations [4]. It is con-
sidered to be located on the wall surface, which is perfectly rigid,
flat and infinitely large. Due to this assumption, there is no need
to consider the phenomena associated with diffraction on the edges
[4]. However, the properties of this kind of source are more similar
to the real loudspeakers with circular diaphragm, especially in direc-
tional characteristics. Velocity potential of the i-th vibrating circu-

lar piston source at the point X in distance of ri from the source
can be calculated as [4]

(4)

where Ri is the radius of i-th circular piston source, is the Bessel
function of the first kind and ϑi is the angle between the acoustic
axis of the loudspeaker and the line connecting the speaker refer-
ence point and calculated point X. For example, the loudspeakers
used for our simulations have the diaphragm radius of 3.81 cm.
Thus, eq. (3) can be used for the simulations of frequencies below
1.42 kHz, while eq. (4) have to be used for higher frequencies. 

The comparison example of these kinds of sources with the
frequency of 4 kHz can be seen in Fig. 1. As can be seen in the
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Fig. 1 The comparison of point source (left) and circular piston source (right) at the frequency of 4 kHz. Diaphragm radius is 3.81 cm

Fig. 2 The line array source simulation with eight individual sources spaced 15 cm at the frequency 
of 100 Hz (left) and at the frequency of 6 kHz (right). Diaphragm radius is 3.81 cm
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figures, the main difference between these sources is in their direc-
tivity. Polar pattern of a point source is the same at all frequencies
while the polar pattern of a circular piston source gets narrower
with increasing frequency.

An important reason for simulation of sound pressure distri-
bution is the visualization of interactions between two and more
sources. Two major factors are crucial in the process of source
summing. They are the difference in amplitude and the difference
in phase of the sources [6] and [7]. The resulting picture of the
interaction of the line array source containing eight loudspeaker
enclosures at low frequency and high frequency is shown in Fig.
2. The point source model was used for low frequencies and the
circular piston source model was used for high frequencies.

Different behaviour at low and high frequencies is apparent
from the simulation. At frequency of 100 Hz the wavelength is
quite long (3.43 m at the temperature 20 °C), thus more than three
times longer than the overall length of the simulated line array
source (1.05 m). Therefore, the directional pattern is almost omni-
directional. Nevertheless, at the frequency of 6 kHz the wavelength
is only 0.057 m long, which is much less than the line source length.
Due to that, there are dark blue areas in the simulation, where the
individual sources are summing with similar or even the same
amplitude, however, with the phase difference higher than 120°
and lower than 240° [7]. The result is that the energy of the sources
in this area (at this frequency) is cancelled instead summed. On the
other hand, the bright colours denote the areas where the sources
are in phase. 

Anyway, the important feature of the simulated line array source
is the front-back symmetry. Simulations are shown only for front
directions in the figures presented in this paper, thus only the
directional response in the front of the line source is displayed.
That is because the measurements of the real directional charac-
teristics were done only for this interval of angles.

3. Directional characteristics measurement process

Directional response data measured on real sources can provide
more accurate information about some phenomena (such as dif-
fraction) not considered in the simulations with ideal sources.
A standard procedure of directional characteristic measurement is
measuring the acoustic pressure effective value of loudspeaker fed
with harmonic signal at given frequency [8]. A special turntable is
employed to rotate the loudspeaker around its axis. However, this
process is not very flexible when higher number of frequencies or
the individual loudspeakers of composite sound source are needed
to be measured. It is the reason why we designed and utilized the
method named directional-frequency analysis.

3.1 Directional-Frequency analysis

The method is based on the use of a turntable with the con-
stant angular speed of rotation and the broadband signal with con-

stant power spectral density (e.g. white noise) feeding the measured
loudspeaker. The output signal of a measurement microphone is
recorded during rotation of the loudspeaker. The next step is time-
frequency analysis of the recorded signal. For instance a discreet
short-time Fourier transform (STFT) can be utilized for this purpose.
It can be written as

(5)

where s[n] is the sequence of recorded signal samples, w[n] is the
weighting function (Hamming window was used in our case), ωi

are frequency points, and m are time points. Nonetheless, several
other transformations could be used as well. Due to the known
constant radial frequency of turntable rotation, the time points
can be substituted by the corresponding angle points. The angle α
between the acoustic axis of the loudspeaker and the line connect-
ing the point of measurement and the loudspeaker reference point
can be written as

[rad] (6)

where t is the time from the beginning of the record and vr is the
radial frequency in rad·s�1. Following relation holds for time point
m and angle α

(7)

where fs is the sample rate of recorded signal. Therefore, results of
time-frequency analysis can be interpreted as the directional-fre-
quency analysis results. Set of transformed coefficients provide
frequency responses for the particular angles of rotation as well as
directional characteristics for particular frequencies. Frequency
characteristics are obtained for the points ωl with l � 0, 1, …, N�1
(N is the length of weighting window) and directional character-
istics are obtained for the points m � 0, 1, …, 2πfs/v. Both the fre-
quency resolution Δω and the angular resolution Δα depend on
the length of weighting window N according to equations

(8)

(9)

3.2. Process of measurement

The measurement was done in the semi-anechoic chamber to
simulate the free field. The critical frequency of the chamber is
200 Hz. Because of the dimensions of the line array source it was
easier to rotate the measurement microphone around the source
instead of the rotation of the line array source itself. The turntable
was utilized to rotate the microphone fixed on a 1.25 m long beam.
The reference point of the microphone was set to the same height
as the reference point of the measured speaker. The turntable allows
setting of the lowest constant speed of rotation (convenient for
the highest precision of analysis) to π/360 rad·s�1. The directional
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characteristics were measured only for the angles from the inter-
val (�90°; 90°). White noise with a crest factor of 1.5 was used as
a measurement signal. Sample rate was set to 48 kHz.

3.3. Measurement results

The results of the measurement and analysis can be seen in
Figs. 3 and 4. Floating average filter with the width of 1/6 octave
was used to smooth the resulting characteristics [9]. There is
a comparison of the outer and the middle segment of the line array
source in Fig. 3. 

The differences are probably the consequence of different posi-
tion within the line array source, thus the different diffraction on

the edges of the line array source enclosures. Another feature of
the sources visible in the analysis is that their directional pattern
gets narrower at the frequency about 6 kHz. Different behaviour
of the line array source segments can also be seen in Fig. 4. The
differences are the most apparent at the highest frequencies.

4. Real sound source simulation

Because of the different directional behaviour of the real sources
beside the ideal ones, the resulting coverage pattern of the area in
front of the line array source is also different. The phase relations
between the sources (at the certain point) remain unchanged,
though the amplitude ratios between the sources are modified by
the individual directional characteristics. Therefore, the measured

Fig. 3 The directional-frequency analysis of the first (left) and the fourth (right) individual source (from the front view and the left side)

Fig. 4 Directional characteristics of the first (left) and the fourth (right) individual source (from the front view and the left side)
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directional data should be implemented into the simulations with
ideal sound sources.

At the certain point of the space it can be done by multiply-
ing the ideal source amplitude by the normalized value of the
directional characteristic at given frequency. For the i-th ideal point
source with applied real source directionality the velocity poten-
tial at the certain point X of the space can be calculated using (3)
as

(10)
,
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where di (di � (0,1)) is the normalized directional characteristic
coefficient corresponding to the given simulated frequency f of
the source and the angle α between the acoustic axis of the loud-
speaker and the line connecting the speaker reference point and
calculated point X. The accuracy of the correct coefficient deter-
mination depends on the mentioned resolution of the directional-
frequency analysis.

a) b)

c) d)

Fig. 5 The simulation of the single source with applied directional characteristic at frequency of 4 kHz (a); The simulation of the line array source
with applied directional characteristics at frequency of 6 kHz (b), 1 kHz (c) and 500 Hz (d)
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An example of the single source simulation with applied direc-
tional characteristic is in Fig. 5 (a). Compared with the ideal cir-
cular piston source (see Fig. 1) the source in Fig. 5 (a) has
a narrower directional pattern (at the same frequency). Therefore,
the directivity of the overall line array source will be higher as can
be seen in Fig. 5 (b). However, the directional patterns of the
individual sources are not as wide as the ideal ones, thus the
ratios of the source amplitudes are higher at the places of sources
cancellation (caused by the big phase difference), which means
the cancelation is not such dramatic. And the acoustic pressure
variance (at this frequency) is also lower. The width of the main
beam (the area of the highest acoustic energy) depends on fre-
quency, or on wavelength (higher frequency means narrower
beam) and the overall length of the line array source (longer
source means narrower beam) [10]. Figure 5 (c) shows the line
array source at the frequency of 1 kHz. Its directional pattern is
wider than in Fig. 5 (b) due to lower frequency. Fig. 5 (d) demon-
strates the further directional pattern widening at the frequency of
500 Hz.

Although, the main result of the simulation is the figure of
predicted sound field, we can also compare the results of the simu-
lation of the ideal models of sound sources, the simulation of
sound sources with imported directional characteristics and the
real measured line array source. Accordingly, the comparison of

the directional characteristics in 1 m distance on axis and frequency
1 kHz, measured or simulated with line array sources containing
eight segments with 0.15m spacing is shown in Fig. 6. 

The measured directional characteristic was smoothed with
the floating average filter with the width of 1/3. It can be seen that
the trace of directional characteristic simulated with the sources
with imported real characteristics (black line) is more similar to
the measured characteristic (blue line) than the one simulated with
the ideal models of sources (red line). However, the simulated
characteristics were made with the resolution of 0.01 m, which is
not very sufficient especially around 0°, where the number of values
is quite small. The higher degree of precision can be reached with
even higher resolution, but the computational cost will substan-
tially increase too.

5. Conclusion

The acoustic line array source simulation method was pre-
sented utilizing the directional-frequency analysis to implement
the directional characteristics of the real measured acoustic sources.
Presented method of loudspeaker measurement and directional-fre-
quency analysis allows obtaining the data very quickly as compared
with the standard measurement process. Directional characteristics
can be obtained as the frequency slices of the directional-frequency
analysis while frequency responses can be obtained as the time
(angle) slices. Furthermore, various kinds of analysis can be applied
on the measured signals and the frequency or directional resolution
can be adjusted as necessary. The directional characteristics were
implemented into the simulations and the differences between the
ideal case and the real sources simulations were shown.

Resulting simulations are useful for the visualization of the
acoustic pressure coverage of the area. The function created in
Matlab is able to simulate individual sources as well as line array
sources or the interaction of any other spatial configuration of
multiple sources.

The only drawback is the big computational complexity when
simulating higher number of sources with high resolution. The
overall time of the simulation of eight sources and the resolution
of 0.01 m on Intel Core i7 2800GHz CPU and the RAM memory
of 4 GB was approx. 14 minutes, while with ten times higher res-
olution (0.001 m) the computational time increased to approx. 99
minutes.

Acknowledgement
The described research was performed in laboratories sup-

ported by the SIX project; the registration number CZ.1.05/2.1.00/
03.0072, the operational program Research and Development for
Innovation.

Fig. 6 The comparison of the measured and simulated directional char-
acteristics of line array source containing eight speakers with spacing

0.15 m on 1 kHz
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1. Introduction

The basic elements of turbo codes are convolutional codes [1,
2] and decoding algorithms that use soft input and soft output [3,
4, 5, 6]. The input bit sequence is encoded by two encoders,
between which is stored interleaver to ensure that the encoded
sequences are mutually independent. RSC (Recursive Systematic
Convolutional) encoders [1, 2] are often used where each RSC
encoder produces a systematic output, which is equivalent to input
information, and produces parity bits. Both parity sequences can
be punctured before they are transferred with systematic bits to
the decoder. Via puncturing it is possible to reduce the number of
parity bits to one half and thereby also increase the information
rate to 1/2.

For decoding, special algorithms must be used which use soft
input and soft output [4, 5, 6]. These soft inputs and outputs do
not determine only whether the decoded bit has the logical value
0 or 1 but the likelihood ratio which determines the probability of
whether the bit was correctly decoded. The turbo decoder operates
iteratively. The first iteration of the first decoder gives an estimate
of the original data sequence, based on the soft output channel. It
also provides an extrinsic output. Extrinsic output for a given bit
is not dependent on the value of the transmission channel for this
bit but on the information for the surrounding bits. This extrinsic
output from the first decoder is used as a-priori information for the
second decoder together with input information from the channel.

The second decoder will give us again extrinsic information
and soft output. In the second iteration the extrinsic information
from the second decoder in the first iteration is used as a-priori
information for the first decoder. Thus the decoder achieves a more
accurate estimate of the decoded bits than was the case in the first
iteration. This cycle is continuously repeated. In each iteration of
the two decoders soft output and extrinsic information are calcu-
lated based on the input sequence and a-priori information obtained

from extrinsic information of the previous decoder. After each
iteration, the BER (Bit Error Rate) decreases.

2. Turbo encoder

The block diagram of turbo encoder [5, 7] is shown in Fig. 1.
Two identical encoders are used here, usually RSC, which are sep-
arated by interleaver. It is possible to use a structure with more
than two encoders, but in this chapter we will deal with the clas-
sical structure of two RSC encoders [1, 2].

The input bit sequence is fed to the input of the first encoder
where it is encoded. The output of the first encoder is formed by
systematic and parity bits. The input bits for the second encoder
are interleaved and encoded in the second encoder. The input bits
for the second encoder thus become independent of the input bits
of the first encoder. Typically, pseudo-random or block interleaver
is used. The second encoder produces parity bits only. The output
from the two encoders is punctured and then multiplexed. Usually
both RSC encoders have an information rate of 1/2 and give one
systematic and one parity bit for each input bit. This means that
the turbo encoder output sequence contains for each input bit one
systematic and two parity bits, i.e. y1s�, y1

1l�, y2
1l�, y2s�, y1

2l�, y2
2l�, …,

PERFORMANCE ANALYSIS OF TURBO CODESPERFORMANCE ANALYSIS OF TURBO CODES
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Fig. 1 Turbo encoder block diagram
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yks�, y
1
kl�, y

2
kl�. For this output sequence the turbo encoder has an

information rate of 1/3. For the total information rate to be 1/2,
the output bits from the turbo encoder must be punctured. The
output sequence is punctured so that all the systematic bits are
preserved and only the parity bits are punctured. Puncturing of
the systematic bits will degrade the code performance. After punc-
turing and multiplexing the turbo encoder output sequence xkl

would be y1s�, y
1
1l�, y

2
1l�, y2s�, y

1
2l�, y

2
2l�, …, yks�, y

1
k+1s�, y

2
k+1l�.

3. Turbo decoder

A. Soft output Viterbi algorithm
The turbo decoder uses the Viterbi algorithm which is referred

to as the SOVA (Soft-Output Viterbi Algorithm [3, 4, 5]. For decod-
ing turbo codes, this algorithm has two modifications. The first
modification adapts the path metric so that it takes into account
a-priori information when selecting the maximum likelihood paths
in the trellis diagram. The second modification of the algorithm
consists in soft output in the form of a-posteriori LLR (Log Like-
lihood Ratio) L (uk 
 y_) for each decoded bit.

The first modification considers the state sequence s_s
k which

gives the states along the surviving paths at the state Sk � s at stage
k in the trellis diagram. The metric should be easy to compute via
the recursive way where we go from stage k – 1 to the kth stage in
the trellis diagram. A suitable metric for the path s_

s
k is defined as

[4, 5]:

(1)

where M(s̀_s
k) is the metric of surviving path through the state Sk�1

at stage k�1 in the trellis diagram, uk is the encoder input bit, xkl

is the transmitted channel sequence (output from encoder) associ-
ated with a given transition, and ykl is the received sequence from
the transmission channel for that transition. Using the transmis-
sion channel with BPSK (Binary Phase Shift Keying) modulation
and AWGN (Additive White Gaussian Noise), the channel relia-
bility Lc is defined as follows [5]:

, (2)

where Eb is the transmitted energy per bit, α is the fading ampli-
tude, and σ is the noise variance.

Now we will discuss the second modification of the algorithm
which is the soft output. In a binary trellis diagram there will be two
paths reaching the state Sk � s at the stage k. The modified Viterbi
algorithm takes a-priori information, calculates the metric of these
two paths according to Equation (1) and discards the path with
a lower metric. When both paths s_s

k and ŝ_s
k reaching state Sk have

the metric M(s_s
k) and M(ŝ_s

k), respectively and the path with the
higher metric s_s

k is selected as surviving, we define the difference
metric Δs

k of these paths as [4, 5]:

, (3)M s M s 0k
s

k
s

k
s $D = - t_ _i i

L
E

4
2

c
b

2
a

v
=

M s s uM u L
L

y x
2

1

2k
s kk

s k
c

kl
t

n

kl1
1

= + +
-

=

l
}_ _ _i i i /

where M(s_s
k) is the metric for the surviving path, and M(ŝ_s

k) is the
metric for the discarded path.

When we reach the end of the trellis diagram and find the ML
(Maximum Likelihood) path, it is necessary to find the LLR. This
determines the reliability of deciding on the bits around the ML
path. The Viterbi algorithm shows that all the surviving paths at the
stage in the trellis diagram come from the same path a few steps
before this stage. This previous stage may attain δ transitions before
the stage k, where δ is usually set to five times the constraint length
of the convolutional code. Therefore, the bit value uk associated
with the transition from the state Sk�1 � s̀ to the state Sk � s on
the ML path may be different when the Viterbi algorithm selects
one path merged with the ML path instead of the ML path after
the δ transitions, i.e. k � δ stage in the trellis diagram. If the algo-
rithm selects one of the paths merged with the ML path, it will not
affect the value uk, because this path will differ from the ML path
from the transition Sk�1 � s̀ to Sk � s. When we calculate the
LLR for the bit uk, SOVA has to take into account the probability
of paths merging with the ML path at the stage k to stage k � δ.
By comparing the differences in the metric Δsi

i for all states si

along the ML path from the state i � k to i � k � δ. This LLR is
defined as [4, 5]:

, (4)

where uk is the bit value of the ML path, and ui
k is the value of the

bit of the path that merged with the ML path and was discarded
in the state i. The minimization in Equation (4) is only used for
paths merging with the ML path which gives a different value for
the bit uk when this path is selected as the surviving path. The
paths that gave the same value uk as the ML path do not affect the
decision. 

B. Implementation of the SOVA
SOVA is implemented as follows. In every state at every stage

in the trellis diagram the metric M(s_s
k) is calculated for the two

paths merging into the state using Equation (1). The path with the
higher metric is chosen as the surviving for this state and the
metric indicator stored as the Viterbi algorithm does it. However,
in order to provide reliable decoded bits, it also stores the value of
L (uk 
 y_) calculated by using Equation (4). The metric differences
between the surviving and the discarded path are stored together
with the binary vector of δ � 1 bits in length, which indicates the
sequence of discarded path bits uk from k back to k � δ to compare
the differences with the surviving path. This series of bits is called
the update sequence and is given by output modulo 2 between the
previous δ � 1 and the decoded bit along the surviving and the
discarded paths. When SOVA identifies the ML path, the update
sequences and metric differences along the path are stored and
used to calculate the value of L (uk 
 y_).

C. Iterative decoding
Now we will describe how iterative decoding works. Fig. 2

shows the schematic of turbo decoder, and it describes the inputs
and outputs of individual blocks.
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i k k u u

i
s

k k
i

i. D
g !d= +

` j



169C O M M U N I C A T I O N S    2 A / 2 0 1 3   �

R E V I E W

The first decoder in the first iteration receives a sequence
Lc y_(1) from the transmission channel, which includes systematic
bits Lcyks and parity bits Lcykl from the first encoder. Usually only
half of the parity bits are received because these bits have been
punctured in the transmitter. The decoder inserts zeros on the punc-
tured places in the soft channel output Lcyks. The first decoder
begins processing the soft input from the channel. The output of
the first decoder is conditional LLR L11(uk 
 y_) of data bits uk ,
where k � 1, 2, … N. The subscript of symbol L11(uk 
 y_) denotes
a-posteriori LLR in the first iteration from the first decoder. In the
first iteration the first decoder has no a-priori information about
bits, therefore the value of L(uk) � 0, which corresponds to an a-
priori probability of 0.5. Now the second decoder begins to operate.
It receives the sequence Lc y_(2) which contains systematic bits for
the first decoder which passes through the interleaver and the
parity bits from the second encoder. Furthermore, it receives a-
priori LLRs L(uk) which is generated from the conditional LLR
L11(uk 
 y_) from the first decoder. As can be seen from the figure,
the extrinsic information Ls(uk) from the first decoder is adjusted
by the interleaver to match with the sequence of input bits enter-
ing the second decoder. The second decoder uses this information
and the received interleaved sequence Lc y_(2) to calculate the a-pos-
teriori LLR L12(uk 
 y_). Now by the equation [4, 5]:

(5)

the systematic soft input Lc yks and a-priori information L(uk) from
the previous decoder are subtracted from the decoder output
L(uk 
 y_). The calculated value is the extrinsic information Ls(uk)
and it is used as a-priori information for the first decoder in the
second iteration. This ends the first iteration for both decoders.

In the second iteration the first decoder processes the received
sequence Lc y_(1) again, but now it has available a-priori informa-

L u L u L uy L yk k ks c ks= - -_ ` _i j i

tion which is de-interleaved extrinsic information Ls(uk) calculated
by the second decoder in first iteration from the a-posteriori
L12(uk 
 y_). Now, the first decoder can calculate a more accurate 
a-posteriori LLR L21(uk 
 y_). The second iteration continues in
the second decoder. It uses the more accurate a-posteriori LLR
L21(uk 
 y_) from the first decoder which calculated more accurate
a-priori information L(uk) by using Equation (5). This informa-
tion is used together with the received sequence Lc y_(2) to calculate
L22(uk 
 y_) from which Ls(uk) is then calculated for the following
(first) decoder.

When the series of iterations is completed, the turbo decoder
output is given by de-interleaving the a-posteriori LLR L12(uk 
 y_)
of the second decoder where i is the number of iterations used.
The signs in a-posteriori sequences give the hard decision output,
that is �1 or �1.

4. Performance analysis of turbo codes

In this chapter we will present simulations based on the effect
of parameters on the performance of turbo codes. The parameters
that were used in the simulation are shown in Table 1. Turbo
encoder uses two parallel concatenated encoders. Selected as the
code was the RSC with generator polynomials G0 � 37, G1 � 21
(octal) and constraint length of code K � 5. The interleaver chosen
was the pseudo-random interleaver with length L � 2048 bits.
Unless specified otherwise, puncturing the parity bits to one half
will always be used, which will increase the information rate to 
R � 1/2. The decoder uses the SOVA algorithm; usually 8 itera-
tions were used for decoding. The AWGN transmission channel
with BPSK modulation is used in the simulation.

Fig. 2 Turbo decoder schematic
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The performance of turbo codes can be influenced by many
parameters. Some of these parameters are:
� The number of decoding iterations used.
� The use of puncturing in encoding.
� The generator polynomials of the codes.
� The frame lengths of input data.

A. Effect of the number of iterations

Fig. 3 shows the performance of turbo codes depending on
the number of decoder iterations. Uncoded BER is shown for com-

parison. The performance after the first iteration of the turbo
decoder should be theoretically comparable with the performance
of the convolutional code [5]. As the number of iterations increases,
the performance of the decoder increases too. For example, the
improvement of the performance between the first and second
iterations is about 1.2 dB at BER 10�4. This performance increase
continues up to the eighth iteration. Code gain between the eighth
and fourteenth iteration is only 0.1 dB at BER 10�4. From the
figure it is possible to conclude that the increasing number of iter-
ations increases not only the performance of the code but also the
computational complexity in decoding; therefore it is recommended
to use between 4 and 14 decoder iterations. For this reason, only 8
decoder iterations are used in the following simulations.

B. Effect of puncturing
As already described, the turbo encoder uses two or more

encoders which produce parity bits. In these simulations the RSC
encoders are used. This is the most common solution which is
able to achieve an information rate of below 1/3. In order to achieve
an information rate of 1/2, every second parity bit from each
encoder must be punctured. It is also possible to use the code
without puncturing and thus keep the information rate at 1/3. The
performance of unpunctured code is shown in Fig. 4. Encoders
use the same parameters as in the previous simulation, Fig. 3. The
turbo encoder for unpunctured code has at BER 10�4 of a code
gain which is 0.5 dB better than the turbo encoder which used
puncturing. Very similar gains may also be achieved for different

Parameters of turbo encoder and decoder Table 1 

Channel AWGN

Modulation BPSK

Encoders Two identical RSC

RSC 
Parameters

n � 2, k � 1, K � 5,
G0 � 37, G1 � 21

Puncturing
Half parity bits from each encoder, 

information rate R � 1/2

Decoder SOVA

Iterations 8

Interleaver 2048-bit pseudo-random interleaver

Fig. 3 Turbo coding BER performance using different numbers of iterations
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generator polynomials. From the figure it is possible to conclude
that better results are obtained if puncturing is not used. But this
is an improvement in the order of tenths of a decibel. Taking into
account the lower number of transmitted bits in the case of punc-
turing, in some cases it may be considered preferable to use punc-
turing. Puncturing does not affect the computational complexity
of encoding and decoding. It only reduces the number of bits trans-
mitted by a transmission channel and thus reduces the transmission
bandwidth.

C. Effect of generator polynomial
Fig. 5 shows the dependence of the performance of turbo con-

volutional code on the generator polynomial. The first code selected
was the RSC code with generator polynomials G0 � 7, G1 � 5 and
constraint length K � 3. The second code selected was K � 4, 
G0 � 17, G1 � 15. This code achieves performance that is about
higher than that achieved by the code with constraint length K �
� 3 at BER of 10�4. The third selected code, which was used for
all simulations, has a constraint length K � 5 and generator poly-
nomials G0 � 37, G1 � 21. Compared with the first code (K � 3),
it reaches a performance that is about 0.3 dB higher at a BER of
10�4; in comparison with the code K � 4, its performance increases
by about 0.125 dB. With increasing constraint length of the code
and with greater generator polynomials the performance of turbo
codes increases, but what also increases is the size of trellis diagram
and thus the computational complexity of decoding.

D. Effect of frame length
Fig. 6 shows the performance of turbo codes depending on the

frame length. For many applications, such as applications using
real-time transmission, a large frame length is absolutely unaccept-
able. Frames with a length of 256 bits are useful for voice trans-
mission and 1024 to 2048 bits for video transmission. Systems
with larger frame lengths can be used to transfer data and for
applications that do not require real-time transmission. The best
result in the simulation was reached by a turbo code with a frame
length of 65536 bits. The turbo code with a frame length of 65536
bits has a code gain of 0.35 dB compared to turbo codes with
a frame length of 2048 bits and 0.6 dB to turbo codes with a frame
length of 1024 for BER of 10�4. With growing frame length the
performance of turbo convolutional codes increases but the delay
gets affected and for shorter frames reaches lower values.

5. Conclusion

This article deals with the problem of turbo codes. It describes
a basic structure of turbo encode using two identical RSC codes
and turbo decoder which uses Viterbi algorithm. Furthermore, it
also presents basic mathematical equations for the SOVA decod-
ing algorithm and describes iterative decoding. Simulations were
performed for different parameters of turbo codes. Based on these
simulations, it is possible to conclude that the performance of

Fig. 4 Comparison of BER performance between punctured and unpunctured turbo codes
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Fig. 6 Effect of frame length on BER performance of turbo coding

Fig. 5 Effect of constraint length and generator polynomial on the BER performance of turbo coding
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turbo codes decreases when puncturing is used. On the contrary,
the performance of turbo codes increases with increasing number
of the decoding iterations performed by an appropriate choice of
the code (generator polynomial) or by changing the frame length.
It is possible to implement a high performance codec. 
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1. Introduction

Image processing using underdetermined systems of linear
equations is a very promising approach in different applications.
In the previous years methods for image denoising based on image
splitting were used [1]. Today, we could denoise the image via under-
determined systems of linear equations [2]. Except image denois-
ing we use these systems for image compression [3], deblurring
[4] or image inpainting [5] and for many other applications.

We will use the algorithms originally designed for image inpaint-
ing to image extrapolation. Image inpainting is the framework for
filling in the known holes in the input image. Classical inpainting
methods assume filling the holes from different directions. If we
want to use these algorithms for image extrapolation we must
redefine or modify some parameters or parts of the original algo-
rithms.

If we are using underdetermined systems of linear equations
we want to find the sparse solution. The sparse solution is the one
which contains only a few nonzero coefficients. The basics of sparse
signal representations are introduced in [3]. All methods for finding
sparse solutions start from the basic problem (P0) which is defined
as follows:

subject to y � Dx (1)

where y is the known signal (e.g. image) we want to reconstruct,
D is the dictionary which consists of n atoms (“elementary signals”)
in columns and m rows which denote the length of atoms. An
unknown sparse solution  represents amounts of each atom in the
original signal. We define the norm of a vector:

: minP x
x0 0

_ i

(2)

and 0 � p � �. If 0 � p � 1, it is actually not the norm, it is the
quasinorm. The quasinorm is similar to the standard norm, but it
does not satisfy the triangle inequality.

The optimization problem (1) is defined in �0. When � x �0 �� n
for x � �n, we could say that x is sparse. Searching for the sparse
solution without any algorithm in �0 norm is NP-hard problem.
The problem can be redefined to:

subject to � Dx � y �2 � ε (3)

where ε is the error of solution. There are various algorithms
dealing with this problem. The overview of these algorithms is pre-
sented in [6].

2. Applied algorithms

A) K-SVD algorithm
In most applications via underdetermined systems, we assume

fixed dictionary D. K-SVD algorithm is the algorithm for adaptive
learning the dictionary that allows sparse representation of the
input signal. It is called K-SVD because of the SVD (Singular Value
Decomposition) algorithm which is always performed K times
where K is the count of columns in D. K-SVD algorithm is the
generalization of the K-means algorithm [7]. K-SVD is the iterative
algorithm containing two basic steps. The first one is finding the

: minP x
x0 0

_ i

x x
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p i
p

i

N p
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extrapolation. First one is the K-SVD algorithm. K-SVD is the algorithm that trains a dictionary which allows the optimal sparse representa-
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sparse solution x for the actual dictionary. The second step is the
dictionary update. Before application of these steps we must ini-
tialize the dictionary. The initialized dictionary must have all atoms
(all columns) �2 normalized. We could use, for example, DCT dic-
tionary or otherwise a random matrix for the initial dictionary.

We could formulate the K-SVD as:

subject to �i, � xi �0 � T0 , (4)

where Y is a matrix that contains training samples {yi}
N
i�1 in

columns, X is a matrix that contains the corresponding coefficients,
T0 is the error of the representation and F denotes the Frobenius
norm. The Frobenius norm is defined as:

, (5)

In the first stage we assume D fixed. We can express the
penalty term as:

, (6)

Then we could divide (6) into  problems:

i � 1, 2, …, N  

subject to � xi �0 � T0 ,  (7)

These problems could be solved by the known algorithms for
finding sparse solutions in underdetermined systems of linear
equations.

In the second stage the dictionary D is updated. We assume
D and X fixed. In each step only one atom (column in D) dk and
corresponding row xk

T in X will be updated. Based on previous
statement we define sets ωk that consists of indexes of vectors {yi}
which use the atom dk, in fact where xk

T is nonzero:

. (8)

Then we define matrices of errors Ek that express error for all
N samples with missing k-atom:

. (9)

With these conditions we could rewrite (4) as:

(10)

For simplification we apply sets ωk to the matrices Ek in that
manner we choose only columns that correspond with ωk and we
get ER

k. Using the algorithm SVD we divide ER
k. into:

ER
k. � UΔVT (11)
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The last step in the dictionary update stage is only replacing
the current atom (column) of the dictionary dk with the first column
of the matrix U and the corresponding row of coefficients xk

T with
the first column of matrix V multiplied by .

Extrapolation via K-SVD is realized as training the dictionary
on the image patches with the chosen size (for example 8 	 8, 
16 	 16 pixels). The count of atoms in the dictionary is chosen
by user too. For the image extrapolation we add random pixels in
the place where we want to extrapolate the image. We also define
the binary matrix M which extends the original image. Ones in the
binary mask represent the known pixels in the image and zeros
indicate the missing ones. We can reformulate problem (P0) as:

subject to MDx � y. (12)

If we perform K-SVD we apply M to the dictionary D, but in
the extrapolated part of the image we use the whole trained dic-
tionary. For better results we completely overlap all the patches
from the image [3].

One of the biggest disadvantages of K-SVD algorithm is the
dependency on the length of extrapolation with the patch size. We
must train the dictionary for the patches of minimum (e � 1) 	
	 (e � 1) pixels, where e is the length of extrapolation in pixels.
It means that the computational efficiency is dependent quadrat-
ically on the length of extrapolation. This patch size is chosen
because of the overlapping patches. If we do not fulfill this limit,
the extrapolation will be unsuccessful, the end of the extrapolated
part will be black.

On the other hand, the big advantage of K-SVD extrapolation
is that the training part for one image is done only once. You can
extrapolate the image to different directions, but the trained dic-
tionary remains the same. Only the reconstruction will be done.
For example, if you train the dictionary for patches 8 	 8 pixels,
you should perform extrapolation to any directions with the extrap-
olation length of maximum 7 pixels.

B) Morphological Component Analysis
The basics of Morphological Component Analysis (MCA)

are introduced in [8]. We assume that the input picture is a linear
combination of two independent parts: cartoon and texture. This
idea comes from Independent Component Analysis (ICA). We use
two incoherent dictionaries. The dictionary Dt allows sparse decom-
position of the part of the image yt (we assume the picture as 1-D
vector) that contains only texture. On the opposite side, the dictio-
nary Dc allows sparse decomposition of the part of the image yc that
contains only cartoon. We could formulate the problem as:

subject to

y � Dt xt � Dc xc . (13)

Because of the problem for finding the numerical solution we
must reformulate equation (13) as:

, arg minx x x x
,

t
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x x
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(14)

where the third term of the equation reflects the reconstruction
error and TV is the abbreviation for total variation penalty. We use
the TV for recovering piecewise smooth objects with pronounced
edges, when applied to the cartoon layer [9]. The total variation
is essentially the �1 norm of the gradient.

For the purpose of image extrapolation, we must apply the
binary mask M the same way as for K-SVD to the image:

(15)

Ones in the binary mask express the known pixels in the image
and zeros indicate the missing ones.

If we assume that yt � Dt xt and we know the texture part of
the image yt, we can calcute the sparse vector xt as xt � Dt

� xt � rt ,
where rt is a residual vector in the null-space of Dt and � denotes
Moore-Penrose pseudoinverse. We apply the same properties to
the cartoon part. For simplification we assume rt � rc � 0. Then
we could minimize the problem as:

(16)

When we implement the algorithm we first choose the thresh-
old factor, number of iterations and the parameters λ and γ. The
last two parameters should be constant during the iterations or
they could be descended. Then we initialize the cartoon part of the
image as yc � y and the texture part as yt � 0. After that we iterate
the algorithm to the stopping rule (threshold or number of itera-
tions). In the iteration part of the algorithm we first fix the texture
part of the image yt and we update the cartoon part yc and then
vice-versa. After these two stages we apply the TV penalization.

The important step in the algorithm is the choice of the dic-
tionaries. For texture part we should use local DCT, Gabor or
wavelet packets transforms and for the cartoon part wavelet,
curvelet, ridgelet, contourlet and many other transforms [9]. MCA
extrapolation significantly depends on the choice of dictionaries.
For different types of pictures (real-life pictures, cartoons, computer
images) a different combination of dictionaries is more vital. The
extrapolation is performed for every single direction separately.
You cannot do any temporary calculations. You only perform the
reconstructions phase, there is no training phase as for K-SVD.
All the conditions for successful extrapolation are included in the
algorithm.

C) Expectation-Maximization algorithm
Expectation-Maximization algorithm (EM) is based on math-

ematical statistics. It is iterative method for estimation of maximum-

.
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likelihood. In this case we use this method for finding sparse solu-
tions based on penalized maximum-likelihood estimator estimation
[5]. In terms of statistics inpainting is a problem of estimation
from incomplete data sets. EM algorithm is used for computation
of sparse vector x from the previous iteration. We reconstruct the
whole image, not only the missing parts. As well as MCA the effi-
ciency of EM depends on the choice of the dictionary. One of the
biggest advantages is that we could make a dictionary from several
different transformations, i.e. utilize underdetermination of the
system.

At first we must define the penalized maximum-likelihood
estimator [5]:

(17)

where σ2 is a variance of zero-mean additive white Gaussian noise,
λ � 0 is regularization parameter and Ψ is a penalty function. The
penalty function must be non-negative, continuous, even-symmet-
ric and non-decreasing function. But it must not be necessarily
convex in ��. We often use �1-norm penalty for Ψ. We divide the
input image into two sets: y0 which contains the known pixels
from the image and ym which contains the unknown pixels from
the image. The incomplete observation makes impossible calcu-
late (17) at once. We use EM algorithm for iterative reconstruc-
tion of missing data so that we use (17) for computation of new
estimations until the convergence is achieved.

As already mentioned above the EM algorithm is iterative
process. It consists of two steps: Expectation (E) step and Maxi-
mization (M) step. In the first step the conditional expectation of
the penalized log-likelihood of complete data y0 and actual para-
meters is calculated. The particular expectations can be expressed
as the conditional expected squared values of the missing data:

(18)

(19)

We could express the estimation at t iteration as:

(20)

where yact � My and M is the binary mask with the same proper-
ties as above.

In M step we maximize the penalized function with the missing
observations using the estimates from the E step at t iteration:

, (21)

where n0 is the number of observed pixels.
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These two steps are repeated t times until the convergence is
reached:

, (22)

that is the maximum-likelihood estimate of the noise variance inside
the mask with the observed pixels. The properties of convergence
depend on the structure of the dictionary. The algorithm behaves
differently when the dictionary is the basis, tight frame or union
of several incoherent orthogonal dictionaries [5].

The EM extrapolation is in properties very similar to MCA
extrapolation. There is no training phase. The result depends on
the dictionary if it is basis or union of basis or etc.

The biggest disadvantage of EM algorithm is that the recon-
struction is performed on the whole image, not only on planned
parts. It means the extrapolated image is blurred. The blur effect
depends on the length of extrapolation. You can improve the EM
reconstruction result by some technique presented in [4].
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3. Experimental results

We choose the excerpt of the Barbara image (Fig. 1) to compare
the efficiency of the presented algorithms. The algorithms were
compared for different length and type of extrapolation. For the
purposes of experimental measurements, the binary mask M to the
known part of the image was applied. It is because of possibility to

R E V I E W

Fig. 1 Used part of Barbara image 256 	 256 pixels

(a) (b) (c) (d)

Fig. 2 Image extrapolation of 7 pixels: (a) original image with applied mask, (b) reconstruction via K-SVD: PSNR 36.3 dB, SSIM 0.9981, 
(c) reconstruction via MCA: PSNR 29.0 dB, SSIM 0.9946, (d) reconstruction via EM: PSNR 27.7 dB, SSIM 0.9445

(a) (b) (c) (d)

Fig. 3 Image extrapolation of 15 pixels: (a) original image with applied mask, (b) reconstruction via K-SVD: PSNR 29.5 dB, SSIM 0.9846, 
(c) reconstruction via MCA: PSNR 25.3 dB, SSIM 0.9765, (d) reconstruction via EM: PSNR 24.4 dB, SSIM 0.9264
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measure the efficiency of the algorithms. The binary mask will be
always rectangular. We choose the length e of extrapolation and
then which direction we want to extrapolate. We could make extrap-
olation for more directions at once. We fill in e columns or rows
(it depends on the directions of extrapolation) with zeros in M.

The standard PSNR and SSIM are applied for measurement
reconstruction quality. We are introducing some examples of extrap-
olation in the following figures (Figs. 2 – 5). For all extrapolations
using MCA and EM algorithms two incoherent dictionaries were
used: curvelets [10] and undecimated discrete wavelet transform
[11].

4. Conclusion

The principles of three different algorithms for image extrap-
olation that are using sparse solutions have been presented. The

results for different lengths and directions of extrapolation were
shown in the figures. Our subjective perception of the quality of the
reconstructed images corresponded with the objective measurement
of quality: PSNR and SSIM. The best algorithm from the presented
algorithms was K-SVD algorithm. The quality was especially in
good reconstruction of the texture parts in the image. There is also
only a small blur effect. Some modifications can be made in the
original K-SVD, for example, non-square patches and so on. These
and more modifications will be presented in the future work.
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(a) (b) (c) (d)

Fig. 4 Image extrapolation of 25 pixels: (a) original image with applied mask, (b) reconstruction via K-SVD: PSNR 25.6 dB, SSIM 0.9612, 
(c) reconstruction via MCA: PSNR 21.9 dB, SSIM 0.9428, (d) reconstruction via EM: PSNR 21.9 dB, SSIM 0.8984

(a) (b) (c) (d)

Fig. 5 Image extrapolation of 25 pixels into 2 directions: (a) original image with applied mask, (b) reconstruction via K-SVD: PSNR 22.1 dB, SSIM
0.9045, (c) reconstruction via MCA: PSNR 20.9 dB, SSIM 0.8981, (d) reconstruction via EM: PSNR 21.4 dB, SSIM 0.8541
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1. Introduction

Many large institutions operate small offices with tens or hun-
dreds of employees. A common requirement is the full integration
of these departments in the organization's environment (examples
are libraries and branch offices). With our proposed solution
BESIP (Bright Embedded Solution for IP telephony), the integra-
tion can be achieved easily with the use of IP telephony and sup-
porting network infrastructure. The device is designed as a price
acceptable solution that supports SIP (Session Initiation Protocol)
IP telephony and also services such as ENUM (E164 NUmber
Mapping) [1], secure communication using SRTP (Secure Real-
time Transfer Protocol) and TLS (Transport Layer Security) [2],
monitoring of call quality, tools for attacks detection, billing and
clear configuration via a web interface. The whole solution is deeply
described in the paper “Embedded multiplatform SIP server solu-
tion” [3].

The system consists of software PBX Asterisk [4] and a part
of BESIP is also a module responsible for the safety. Today one
of the most common attacks against these types of network ele-
ments is Denial of Service – DoS. It is because of high efficiency
and relatively simple feasibility. It was therefore necessary to develop
methods for security which can be used not only as part of our
system, but also as a general solution for Asterisk.

The following chapters refer to the scheme of the system in
more details, the vulnerability of Asterisk SIP proxy servers to DoS
attacks and methods for server protection. For each attack, this
paper describes their impact on a SIP server, evaluation of the
threat and the way in which they are executed.

2. BESIP System Schemes and Modules

As mentioned above, the BESIP system is a modular solution
where each element consists of several applications which are sup-
ported by core. (Fig.1). Modules are divided according to the func-
tion which they perform at Core, Security Module, Monitoring
Module, PBX Module, and Module of Services.

2.1. Core

The core of the system consists of the Linux distribution
OpenWRT [5] which is directly designed for embedded devices
and has very low demands on computing power. 
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Fig. 1 BESIP Divided into Modules
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To manage updates and revisions, Git [6] application is used.
Another tool that is part of the core is the NETCONF protocol
[7]. NETCONF provides mechanisms to install, manipulate, and
delete the configuration of network devices. 

The last part of the Core Module is Web GUI support. This
is done using Lighttpd [8] which has a small memory demands
and is therefore suitable for embedded devices. 

2.2. Security Module

Security module is responsible for protecting the system itself
against attacks from external subjects, as well as the analysis of these
threats.The module is responsible also for signaling and media
encryption.

The protection of system against threats is provided by Fail2ban
[9] application. It is a tool which is able to block IP addresses in
the firewall based on the logs scan. Another way to protect the
system against attacks directed at an IP telephony service is the
implementation of Snort and IPS (Intrusion Protection System)
[10]. Snort and its sub-applications are the main defense used to
protect against DoS, as described below. Protection against Spam
over Internet Telephony – SPIT attacks is solved by the AntiSPIT
[10] tool which was also developed as an original solution by the
authors of article. The last element of the security module is the
ability to encrypt calls using SRTP and TLS protocol. This secu-
rity is ensured directly by communication server, in our case, the
SIP PBX Asterisk in version 1.8.4.4 [10].

2.3. Monitoring Module

This module is able to monitor the speech quality for individ-
ual IP calls, as well as provide other monitoring of network devices
in the network using SNMP (Simple Network Management Pro-
tocol) and Nagios tools [11].

2.4. PBX Module

This module is one of the most important of the entire system,
as it contains the actual communication server for IP telephony
calls. All other modules are interconnected with Asterisk because
instead of sending or retrieving data, Asterisk is also responsible
for encrypting and comparing call quality using algorithm which is
based on PESQ (Perceptual Evaluation Speech Quality) method
[9].

2.5. Module of Services

Module of services contains tools for providing additional ser-
vices, such as billing or ENUM. End user can also define addi-
tional services that he/she needs, but above mentioned are part of
the system by default.

2.6. Hardware

Since the beginning of the development, the BESIP was planned
as the most mobile, portable and especially low cost device. Outside
of these conditions it also had to offer sufficient computing power
for smooth operation of all modules, applications and participants. 

After a series of tests and analyses a standard desktop PC with
Atom processor was chosen. It consists of the Intel Packton D410PT
setwith the following configuration: CPU: x86 Intel Atom D410 -
1,66 GHz, chipset: Intel NM10 Express, NIC: Realtek 10/100 Mbps,
USB 2.0: 8 ports, max. RAM: 4 GB, memory: Kingston 1GB
667MHz CL 5, HDD: Kingston 16GB SSD, interface: SATA 3
Gb/s 2,5" , case: Eurocase Mini ITX Wi-05, Size: 265 	 90 	 270
mm, power Supply: 200 W, number of 2,5" positions: 1.

3. Classification of the DoS Attacks

Denial of service can be achieved in several ways – flooding
a server with malformed, damaged or useless packets as a result of
which the server runs out of its resource capacity. The affected
server is then unable to communicate with its regular users or
process regular requests. DoS attacks can be divided into three
general classes [12, 13] - Flooding Attacks which are targeting on
server resources (CPU, memory or link capacity), Misuse Attacks
specified by the hacker uses of a modified SIP message to cancel
or redirect calls or misuses of the service and Unintentional Attacks
where the attacker targets the supporting services (DNS, call billing,
etc.) in order to distort or restrict the service. These attacks typi-
cally affect a small group of users only.

The impact of a DoS attack depends on the target. Targeting
a particular client can lead to denying the service to this user only
but when a SIP server such as BESIP is the target, no user can use
its services. 

4. BESIP Security Technology Used

Attacks against the embedded systems are more dangerous due
to their relatively lower performance which makes the attacks more
efficient. That is because we tried to use an effective secure solution
in BESIP system. We chose an IPS system, consisting of three
applications.

4.1. Snort

The core of the entire IPS solution is IDS (Intrusion Detec-
tion System) system Snort which detects malicious activity in the
network. The detection is based on signatures or detection of
anomalies. The whole IDS system is modular. The most important
components are Packet Decoder that captures packets from network
interfaces, prepares them for pre-processing. Pre-processor is respon-
sible for processing or modification of the packets before process-
ing (packet Defragmentation, URI decoding, reassembling TCP
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streams, etc.). Other modules are also important. Detection Engine
is responsible for attack detection, Logging and Alerting System
is linked to the Detection Engine and is used to log the activity or
generate an alert. Plenty of plugins and extensions that enhance
its features are also available for Snort.

4.2. SnortSam

This application operates on the client–server model. It allows
Snort to dynamically intervene into iptables rules. To ensure its
proper operation, we need to first upgrade our Snort installation
with a SnortSam plugin. The user communicates with the Snort’s
sensor, sends commands to the server (where incident has been
detected). The server listens on port 898, applying information
from clients to iptables rules (see Fig. 2). Iptables is an open–
source firewall for Linux–based operation systems. It is used to
block malicious traffic on a server.

SnortSam messages are transferred as encrypted. A whitelist
of non blockable IP addresses is also available. The detected traffic
is then blocked for some time. Once the attack is over and timed
out, the blocked IP is allowed to communicate again. Thus, only
malicious traffic that poses a threat to our server is blocked.

5. Results

We created a testing topology to measure DoS and security
solution effectiveness. It contained a BESIP system, hacker’s PC
and some endpoint devices registered on BESIP. 

The malicious tools applied were as follows: Sipp, Inviteflood,
Udpflood, Flood2, Juno.

5.1. Attacks on BESIP’s CPU Using Sipp 

The Sipp programme is primarily used to simulate calls and
to carry out SIP proxy stress tests. But with a simple upgrade of
the call scenarios, it can make malicious calls on SIP proxy. These
calls are intended to overload system’s CPU. Figure 3 shows the
impact of these attacks on the BESIP. The attack scenario applied
was the same for each attack. Sending malicious packets started
in 10 s and continued for 60 s. Other 30 s shows the time for
which the system is still inhibited by the attack.

To enable the comparison of the efficiency of individual mali-
cious SIP messages, the messages had been sent to the SIP server
with the same rate (250 messages per second). Clearly, the most
effective SIP messages to attack a SIP server are REGISTER and
OPTIONS. In the first case, the endpoint could not register or
make calls, though running calls was not affected (the RTP stream
only between endpoints). OPTIONS flood caused merely a delay
in request processing, yet the situation deteriorated as the attack
continued. In the end, not a single endpoint was able to register
or make calls. The relatively long time necessary for the BESIP to
recover (in both cases) was rather surprising.

The delay in connection was evident in the attack performed
by means of INVITE messages. Some calls failed to be connected
at all. The attack was performed by a non–existing source user.

Attacks performed by means of BYE, CANCEL and ACK
messages returned almost the same results (the figure illustrates
only the attack by means of the BYE message). During the attack,
no call or registration was affected. BYE and CANCEL were not
sent to end a particular call.

Security precautions against all these attacks include Snort
rules tracking the number of messages sent to the SIP server from
a particular source address. Where the limit for messages was
exceeded, the blocking rule was activated on the firewall. The
CPU load with the activated IPS system was about 9% during
these attacks (Fig. 4.).
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alert udp $EXTERNAL_NET any -> $SIP_PROXY $SIP_PORT (msg:"SIP DoS
attempt(registerflood)"; content:"REGISTER sip";detection_filter:track by_src, 
count 50, seconds 5; classtype:misc-attack; sid:1000001; rev:1; fwsam:src, 5min;)

alert tcp $EXTERNAL_NET any -> $SIP_PROXY $SIP_PORT (msg:"SIP DoS
attempt(registerflood tcp)"; content:"REGISTER sip"; detection_filter:track by_src,
count 50, seconds 5; classtype:misc-attack; sid:1000007; rev:1; fwsam:src, 5min;)

Fig. 2 The example of the Snort rules - tracking the number of SIP REGISTER messages from one source

Fig. 3 The impact of different attack SIP message types 
on a BESIP’s CPU load



183C O M M U N I C A T I O N S    2 A / 2 0 1 3   �

The attacker could be sending all the above mentioned mali-
cious messages at a higher rate. In this way each malicious message
can consume up to 100% of the BESIP’s CPU. Just to compare,
the INVITE messages need 10 times higher rate than the REGIS-
TER messages to consume a similar load of the affected machines
CPU. The INVITE messages can also send the inviteflood appli-
cation and create a situation very similar to the flooding with
UDP packets (the same is true for any attack with a high rate of
packets sent).

5.2. Link Flooding Attacks

Unlike the above mentioned attacks, udpflood only floods the
target destination with useless UDP packets. These packets contain
a sequence from 1 to 9, followed by zeros. The packet size is 1400
bytes, and the tool can spoof the source address.

The CPU load is very low during the attack but all communi-
cation with the BESIP is blocked due to a high volume of traffic.
Blocking the traffic on BESIP’s interface is useless as the link would
still be flooded. There is no efficient protection to be applied on the
system, it is only possible to eliminate the impact of such an attack.

5.3. TCP SYN Flood Attacks

The last type of attack against BESIP tested was to flood it
with TCP SYN flag set packets. We used flood2 and Juno appli-
cations. The Juno tool is especially dangerous as it can be easily
upgraded to spoof the source address and ports. When the attack
was launched, the connection with the system was lost almost
instantly. Detecting this attack is simple but surprisingly useless.
Even with an active firewall rule, Snort still analyzes the malicious
traffic and the system’s CPU load approaches 100%.

5.4. Assessment of Results

The performed tests clearly indicate that SIP proxy is rather
vulnerable to DoS attacks. As the BESIP runs on a limited physi-

cal machine, only very basic protection mechanisms against certain
DoS attacks can be implemented. This system consists of the fol-
lowing applications: Snort, SnortSam and Iptables. The tests proved
that the analysis of the BESIP’s traffic does not significantly affect
system’s performance (except for TCP SYN flood attack).

The most dangerous attacks include flooding with REGISTER,
INVITE and OPTIONS messages, link bandwidth depletion using
udpflood and TCP SYN flood attack. The attacks using malicious
ACK, BYE or CANCEL messages are harmless at lower rates,
with the same impact as udpflood at higher rates. No effective pro-
tection to be applied directly on the BESIP exists against certain
attacks. In this case, a more secure network topology is the only
solution (Fig. 5).

The main change in this topology is the inclusion of a demil-
itarized zone – DMZ. It is located between two firewalls (inner
and outer). The purpose of this zone is to separate the safe inner
part from the rather dangerous outer part of the network. Both
firewalls run SnortSam agents so rules can be dynamically applied
on both machines.

The inner firewall (marked as Firewall 2) serves to protect the
BESIP system against the attacks from inside the network. All
traffic to the BESIP has to pass through at least one firewall. The
safe inner network should be implemented as a matter of course.
The potential attack from inside the network would affect many
users. Using encryption, VoIP VLANs and methods such as ARP
inspection and DHCP snooping should provide an adequate
response to possible security breaches. The implementation of a QoS
mechanism should further reinforce the protection.

A honeypot located in the DMZ is an inspiration for further
security precaution to be implemented.

6. Conclusion

We have developed and implemented a system with the working
title BESIP, which allows easy integration of SIP IP telephony
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Fig. 4 The impact of an attack with (SSI) and without the protection

Fig. 5 The proposal of a safer topology
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infrastructure to branch offices of large companies. On this solution
were also implemented security solutions, which should reduce or
completely eliminate the attacks, mostly DoS threats. We tested
their efficiency in practice and documented the results. This article
maps the most frequently used DoS attacks of today and evaluates
the risk inherent to each of them. On the other hand the solution
proposed in this article should ensure only a basic level of protec-
tion suitable for small and middle–size offices or detached work-
places for which the BESIP is intended. The contribution of this

paper includes the performed comparison of the DoS attacks’ effi-
ciency. It was tested both without any protection and then with
implemented Snort and SnortSam applications as proposed in our
solution.
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1. Introduction

This paper describes a set of algorithms for structure, motion
automatic recovery and visualization of a 3D image from a sequence
of 2D images. The important step to perform this goal is match-
ing of corresponding pixels in the different views to estimate the
depth map. The depth of an image pixel is the distance of the cor-
responding world point from the camera center. Detecting objects,
estimating their pose, geometric properties and recovering 3D shape
information are a critical problem in many vision and stereo com-
puter vision application domains such as robotics applications,
high level visual scene understanding, activity recognition, and object
modeling [1]. The structure and motion recovery system follows
a natural progression, comprising the following phases:
� feature matching using SIFT descriptor,
� image segmentation,
� feature detection using SIFT-SAD algorithm,
� disparity and depth map generation.

A classical problem of stereo computer vision is the extrac-
tion of 3D information from stereo views of a scene. To solve this
problem, knowledge of view properties and feature point between
views is needed. However, finding these points is notoriously hard
to do for natural scenes. The fundamental idea behind stereo com-
puter vision is the difference in position of a unique 3D point in
two different images. As the object moves closer to the cameras,
the relative position of object will change, and the positions in each

image will move away from each other. In this way, it is possible
to calculate the distance of an object, by calculating its relative posi-
tioning in the two images. This distance between the same objects
in two images is known as disparity [1]. Disparity map computa-
tion is one of the key problems in 3D computer vision.

This paper employed a new feature projection approach based
on SIFT-SAD method using hybrid segmentation algorithm. A com-
parison between these two different approaches for the image seg-
mentation (Mean Shift and Belief Propagation) is described in
[2]–[4].

The outline of the paper is as follows. The section 2 gives brief
overview of the state-of-the-art in stereo matching and stereo cor-
respondence. The proposed method of disparity map estimation
from corresponding points using SIFT-SAD algorithm is described
in section 3. Finally the experiment results and architecture of
reconstruction algorithm are introduced in Section 4 and brief
summary is discussed in Section 5.

2. Related work

In this section, we review related stereo. We refer the reader
to a detailed and updated taxonomy of dense, two-frame stereo
correspondence algorithms by Scharstein and Szeliski [5]. It also
provides a tested for quantitative evaluation of stereo algorithms.
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A stereo algorithm is called a global method if there is a global
objective function to be optimized. Otherwise it is called a local
method. The central problem of local or window-based stereo
matching methods is to determine the optimal support window
for each pixel. An ideal support region should be bigger in texture
less regions and should be suspended at depth discontinuities. The
fixed window is obviously invalid at depth discontinuities. Some
improved window-based methods, such as adaptive windows [6],
shift-able windows [7] and compact windows [7] try to avoid the
windows that span depth discontinuities.

In stereo correspondence, two previous comparative papers
have focused on the performance of sparse feature matchers [8]
and developed new criteria for evaluating the performance of dense
stereo matchers for image-based rendering application [9]. Our
work is a continuation of the investigations begun by Szeliski and
Zabih [10], which compared the performance of several popular
algorithms.

3. Proposed method

In this section we present our method for fusing two approaches
to disparity map estimation from input stereo images: hybrid seg-
mentation algorithm and SIFT-SAD representation. This proposed
algorithm based on the combination of the hybrid segmentation
algorithm with SIFT descriptor and SAD stereo matching algo-
rithm is faster, since a small portion of whole left and right images
pixels are used for matching. The proposed method shown in Fig.
1 is implemented in MATLAB environment and improves the
performance of disparity map calculation.

First, step is image rectification. It is transformation which
makes pairs of conjugate epipolar lines become collinear and par-
allel to the horizontal axis (baseline). For the epipolar rectified
images pair, each point in the left image lies on the same horizon-
tal scan line as in the right image. This approach is used to reduce
a search space for disparity map estimation algorithm. Next, we
apply image filtering by Mean Shift filter. This step is very useful
for noise removing, smoothing and image segmentation [11]. After
filtration, the filtered image is split into segments using hybrid seg-
mentation algorithm. Image segmentation (automatically partition-

ing an image into regions) is an important stage of our proposed
algorithm for disparity map estimation. The combination of Mean
Shift and Belief Propagation segmentation algorithms are deployed
in order to improve precision of the key points search using SIFT
and overall complexity. Finally, matching is performed using SAD
algorithm, where a disparity map is obtained. The accuracy of SIFT-
SAD algorithm depends on the correctness and quality of hybrid
image segmentation.

3.1 Hybrid segmentation algorithm

This hybrid approach delivers accurately localized and closed
object contours and brings together the advantages of both seg-
mentation algorithms. Mean Shift is quick and Belief Propagation
is very accurate segmentation. Initially, the noise corrupting the
image is reduced by a noise reduction technique that preserves
edges remarkably well, while reducing the noise quite effectively.
At the second stage, this noise suppression allows a more accurate
calculation and reduction of the number of the detected false
edges.

First, we apply image filtering by Mean Shift algorithm. This
step is very useful for noise removing, smoothing and image seg-
mentation. For each pixel of an image, the set of neighboring pixels
is determined. For each pixel of an image, the set of neighboring
pixels is determined. Let Xi be the input and Yi filtered image,
where i � 1, 2, …, n. The filtering algorithm comprises of the fol-
lowing steps
� Compute through the Mean Shift the mode where the pixel

converges.
� Store the component of the gray level of the calculated value 

Zi � (xi,s , yi,c), where xi,s is the spatial component and yi,c is the
range component.

Secondly, the image is split into segments using Mean Shift
algorithm. In the third step, means of segments are retrieved by
applying mean shift theory. Fourth, the small segments are merged
together to the most similar adjacent segments by the Belief Prop-
agation method. Finally, we have integrated our proposed hybrid
segmentation algorithm with the SIFT descriptor and Sum-of-
Absolute-Differences (SAD) stereo matching algorithm. This pro-
posed combination is able to produce highly accurate disparity
map [12].

The set up parameters of the used hybrid segmentation algo-
rithm are shown in Table 1. The spatial resolution parameter p

Fig. 1 Architecture for disparity map computation.

Parameters used in hybrid algorithm Tab.1 

Parameter Set value

p 5

S 50

Min_sh 1

Max_sh 40
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affects smoothing and connectivity of segments. Moreover, para-
meter S is a size of the smallest segment, Min_sh is minimum shift
and Max_sh is maximum shift of the pixels.

Advantages of the proposed hybrid algorithm:
� Efficient edge preserving smoothing guided by Mean Shift.
� Ability to change the image topology by using a simple merging

mechanism, thus reducing over-segmentation.
� Relatively low sensitiveness to noise.
� Execution time directly proportional to the image size.

3.2 SIFT-SAD algorithm

The performance of stereo matching algorithms depends on
the choice of matching cost. In our experiment we proposed SIFT-
SAD matching method as matching cost. Scale Invariant Feature
Transform (SIFT) is a local descriptor of image features insensi-
tive to illuminant and other variants that is usually used as sparse
feature representation. SIFT features are features extracted from
images to help in reliable matching between different views of the
same object [13]. Basically, in SIFT descriptors the neighborhood
of the interest point is described as a set of orientation histograms
computed from the gradient image. SIFT descriptors are invariant
to scale, rotation, lighting and viewpoint change (in a narrow range).
The most common implementation uses 16 histograms of 8 bins
(8 orientations), which gives a 128 dimensional descriptor [13].
The SAD algorithm is based on accumulating absolute differences
of the left image and right image pixels within a given window. It
works by taking the absolute value of the difference between each
pixel in the original block and the corresponding pixel in the block
being used for comparison. The more similar the pixels are the
less the SAD value becomes. These differences are summed over
the block to create a simple metric of block similarity, the L1 norm
of the difference image [14]. SIFT descriptor delivers most of
local gradient information and SAD provides local intensity infor-
mation. SIFT-SAD consists of two parts. Firstly, we get the L1 dis-
tance of SIFT between pixel p in the left image and p � dp in the
right image.

, (1)

where dp is the disparity of pixel p, �xL(p) � xR (p � dp)� is the L1
distance. Next, we define SAD matching cost as:

, (2)

where SAD (p, p � dp) is the SAD score in a square neighborhood
searching window. Our algorithm computes the disparity for all
pixels with a window size dimension at a square of 9	9 pixels.
The minimum difference value over the frame indicates the best
matching pixel, and position of the minimum defines the dispar-
ity of the actual pixel [15]. Then, a linear combination of SIFT-
SAD algorithm is proposed as

, (3)D d D dD dp SAD pSIFT p m+=_ _ _i i i

,expD d SAD p p dSAD p p= - +_ _`i ij

D d x p x p dSIFT p L R p= - +_ _ _i i i

where λ is a weighting factor that controls the contribution of
SIFT part and SAD part. We set λ � 1 in all the experiments.
Finally, we use one dimensional Gaussian weight with a scale
factor s to get the matching cost. The underlying assumption is
that if a minimum corresponds to the true surface, the neighbor-
ing pixels should have near values at a similar depth [15].

Quality of final 3D disparity map depends on square window
size, because a bigger window size corresponds to a greater prob-
ability of correct pixel disparity calculated from matched points,
although the calculation gets slower [15].

4 . Experimental results

In this section, some of the obtained experimental results will
be presented. All the experiments were implemented in Matlab.
We conducted experiments on Middlebury image database [16]
using an Intel(R) Core2 Quad CPU with 2.40 GHz processor.
The input to the proposed algorithm is a stereoscopic pair images.
A SIFT-SAD matching algorithm lies in the heart of the 3D recon-
struction procedure.

First, the proposed hybrid algorithm with three segmentation
algorithms were compared using automatic algorithm evaluating
the precision of segmentation, as is shown in Table 2. This plays
important role for two reasons:
� it can be placed into a feedback loop to enforce another run of

segmentation algorithm that may include more sophisticated
steps for high precision segmentation,

� outcome of this evaluation can be treated as a quality factor and
thus can be used to design a quality driven adaptive recognition
system.

The definition of precision (P), recall (R) and F1 is given by

, (4)

, (5)

where C is the number of correct detected pixels that belonging to
the boundary, F is the number of false detected pixels and M is the
number of not detected pixels. Parameter F1 is a combined measure
from precision and recall [15]. The definition of F1 is given by

, (6)*F
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Best results of image segmentation algorithms Tab. 2

Segmentation 
algorithm

P [%] R [%] F1 [%]
Computing 

time [s]

Belief Propagation 55.34 19.47 21.03 34.19

K-Means 43.27 15.13 17.56 34.21

Mean Shift 53.09 21.35 23.12 37.02

Hybrid segmentation 61.49 25.09 27.52 54.33
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Next, combination of SIFT-SAD algorithm was tested (see
Table 3 and Table 4). The result of this stereo matching process
is a disparity map that indicates the disparity for every pixel with
corresponding intensity. Quality of disparity map is represented
as percentage of pixels with disparity errors (bad matching pixels
(see Table 3) [5]:

, (7)

where X * Y represent the size of the image, dC is the computed
disparity map of the test image and dT is the truth disparity map.

, (8)

where DT is ground truth depth map, h is height from the ground
plane, DT * h is ground truth distance, B is baseline between the
cameras, IRES is image resolution and f is focal length.
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Figure 2 indicates the computed disparity maps for the three
scenes together with the used ground-truth maps. For quantitative
evaluation, we examine the performance of several algorithms by
their error rates. Table 3 shows the error rate for three test stereo
image pairs (“Aloe”, “Dolls” and “Reindeer”).We see that the pro-
posed disparity estimation procedure has boosted up the perfor-
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Quantitative evaluation of the proposed method Tab.3 
in terms percentage of error rates.

Aloe Dolls Reindeer

Graph Cut 4.27 3.59 5.03

Graph Cut + Occlusion 3.83 4.15 4.72

Dynamic Programming 4.35 3.78 4.89

Proposed method (SIFT-SAD) 2.12 1.97 2.75

Fig.2 Aloe, Dolls and Reindeer, a) original images, left view; b) ground-truth referring to the left view with black labeled occlusions; 
c) computed disparity maps using hybrid segmentation algorithm and SIFT-SAD, computed disparity maps using only SAD method

Fig. 3 Results for test “House” stereo image pair: a) left image, b) right
image, c) the disparity results of the proposed method, d) the disparity

result of [19]
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mance of our algorithm. The ground truth disparity map is the
inverse of the ground truth distance scale by the image resolution
and the focal length. Equation (8) shows how to calculate the
ground truth disparity map from the depth map [18]. The depth
map is a 16 bit map with values ranging from 0 to 1 where the
ground plane was at D � 1 and the cameras were at D � 0. D is
distance of object from the camera. Time is counted for the com-
plete processing which includes feature detecting and matching.
Table 3 shows that SURF is the fastest one and SIFT-SAD is the
slowest, but it finds most matches.

Although the proposed approach (see Fig. 1) improves the
quality of the final disparity map and handles the occlusion, they
cannot estimate correct disparity values when the background area
behind an object is textureless. This wrong estimation as false
matching are called. To give an example, the “Aloe” stereo image
pair has many inaccurate disparity regions as illustrated by red
circles in Fig. 2, which is obtained by the proposed algorithm. We
can see the false matching clearly inside red circles.

In addition, we show another result in Fig. 3 which has the
biggest search range of our test images. The size of each left and
right images at Fig. 3 (a) and (b) is 800 by 600. The similarity
measure was computed with a minimum quadratic 3	3 correla-
tion window because of the high amount of texture in every scene. 

Table 4 shows summary of overall performance. We compared
performances obtained by the proposed method SIFT-SAD with
those obtained by three common algorithms (SIFT, ASIFT and
SURF). Approximately 92 percent of the disparity values were
found correctly for our proposed algorithm. The final disparity map
is labeled as correct if it is within one pixel of the correct disparity.
Our result in Fig. 3 (c) successfully detects false matching areas
and assigns more accurate disparity vector in occlusion regions
than the result generated by [19] at Fig. 3 (d) (red circles). For
example, our algorithm removes the false matching area around
the door and tree which are most complexes regions of the stereo
images.

5. Conclusion

The method for reconstructing a 3D scene and proposed algo-
rithm for disparity map measurement from two input images was
presented. This algorithm uses image segmentation and SIFT-SAD
feature point detection method which extracts more key-points than
other feature extraction methods such as SIFT, SURF or ASIFT.
The proposed system is based on 3D reconstruction solution using
stereo images. This system works with common cameras. The appli-
cations of these methods of 3D picture processing are very useful
in sphere of medicine, for example detection and identification of
tumor in brain and also in other branches as physics, biology or
astronomy. In the future we could speed up computation time,
improve precision of the hybrid algorithm and apply these methods
in real situations.
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The percentage of disparity found correctly, Tab. 4
disparity error and the detected occlusion that are correct.

SIFT ASIFT SURF SIFT-SAD

Disparity correct [%] 86.69 82.07 89.78 92.35

Disparity error [%] 13.31 17.93 10.22 7.65

Occlusion correct [%] 67.45 65.32 72.76 72.03

Total matches 125 135 89 312

Total time [s] 5.52 5.07 2.78 4.95
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1. Introduction

The paper describes the use of honeypots in a VoIP infrastruc-
ture. These systems become increasingly necessary as the number
of IP-based telephony solutions rises. Nearly all large companies
today rely on some kind of IP telephony in their internal commu-
nication. This situation only induces greater hacker interest in these
services. Nowadays, many companies have experienced abuse such
as social engineering or spit calls [1].

The way to protect this infrastructure is to keep up with hackers
and constantly improve security mechanisms. But achieving this
simple goal is not easy at all. The basic rule is to keep all systems
and their versions up to date, with at least access policies properly
set and encryption of all crucial data. But this is not always possi-
ble in VoIP systems. The question is how do we find the system’s
bottleneck? Each of us needs to turn into a hacker in his own system
to find system weaknesses. Although this gives a better understand-
ing of the whole infrastructure, the number of security holes found
depends on the skills of security auditor. Even if the auditor fixes
all existing weaknesses there can still be security holes which can
be exploited by either a foreign or inner attacker.

Another option is to create honeypots which lure hackers.
Using these honeypots, we can obtain real data about hacker activ-
ities and map actual attacks in the network, which is otherwise not
possible [2, 3].

The main purpose of a honeypot is to simulate the real system
and interact with anyone in the same way as the production system

would. It watches the behaviour of anyone who interacts with it
[4].This article provides a close look on honeypots referred to as
Artemisa and Kippo.

2. Honeypot features

An Artemisa honeypot can be deployed in any VoIP infra-
structure which uses a SIP protocol. In this infrastructure it plays
a role of a regular SIP phone (see Fig. 1)

The honeypot itself can run on a physical or virtual machine.
The program connects to SIP proxy with the extensions defined in
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Fig. 1 A VoIP topology with a honeypot
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a configuration file. The extensions should be within the range
which is typically used for real accounts. The main purpose is to
establish a better masking against the potential attackers [5].
Artemisa itself does not simulate PBX but rather an active end
point device.

Once the call is established on one of Artemisa extensions,
the honeypot simply answers the call. At the same time, it starts to
examine the incoming SIP message. Artemisa then classifies the
call and saves the result for a further review by the security admin-
istrator (Fig. 2).

The message is classified in the following steps. First of all,
Artemisa looks for fingerprints of well-known attack tools. If the
attacker uses some popular hacking tool, the fingerprint of this
tool can easily reveal the malicious intentions. Then it checks
domain names and SIP ports on the attacker side (provided they
are really opened). There is also a similar check for media ports.
Requested URI are also checked, as well as the ACK message
received from the user. Finally, Artemisa checks the received RTP
stream – provided a RTP stream was established (the audio trail
of the received call can be stored in a WAV format).

This sequence of procedures helps Artemisa to classify the call.
The result is then shown in a console. The results can be saved into
a pre-defined folder or they can be sent as a notification by e-mail.
Once the call has been examined, a series of bash scripts is exe-
cuted. These scripts are executed with pre-defined arguments.
Artemisa can launch some countermeasures against the incoming
attacks [6].

A. Kippo features
The second tested honeypot is based on different foundations.

It is not VoIP oriented as Artemisa. It simulates a SSH server.

When someone tries to connect to a server with a honeypot running
on it, the twistd application redirects this user to the honeypot.
This happens where the user IP address is not included in the list
of permitted IP address.

Once the connection with the honeypot is established, the
attacker must enter correct username and password. These are set
to the most used username root and password is the second most
common combination of numbers 123456 (Table 1 lists Top 10
most frequently used passwords). Other combinations for the root
access can be added to data/pass.db file.

Kippo logs every login attempt. Where the entered combina-
tion is valid, the intruder is granted access to a fake filesystem.
Every command entered into the honeypot is logged and behav-
iour typical for a particular command is emulated (for the most
common commands only). If the user tries to download some-
thing from the Internet, Kippo saves this file into a secure folder
for further examination.

All logs made by Kippo are saved in a MySQL database which
facilitates the subsequent analysis.

B. Dionaea features
All previously mentioned honeypots were single service ori-

ented ones. Dionaea belongs to a multi-service oriented honeypot
which can simulate many services at a time. Typically is informa-
tion from these multiple services only general but dionaea serves
only a small number of them like SMB (Microsoft’s printers, files,
serial ports sharing protocol), HTTP, FTP, TFTP, MSSQL (Micro-
soft SQL server), SIP protocols. Attackers abuse these protocols
in most cases. Dionaea has also ability to save malicious content
needed by hackers securely, but contrary to Kippo, it can also
emulate code from these files.

Describing features of all these protocols is beyond the scope
of this article and further features focus only on the SIP protocol.
Dionaea works in a different way as Artemisa. There is no need
for connecting to an external (or production) VoIP server. It simply
waits for any SIP message and tries to answer it. It supports all SIP
requests from RFC 3261 (REGISTER, INVITE, ACK, CANCEL,
BYE, OPTIONS). Dionaea supports multiple SIP sessions and RTP
audio streams (data from stream can be recorded). For better sim-
ulation of a real IP telephony system, it is possible to configure dif-
ferent user agent phone mimics with custom username, password
combinations. There is functionality for a different pickup time on
simulated phones via pickup delay feature. All traffic is monitored,
and logs are saved in plain-text files and in sqlite database.

3. Monitoring traffic using artemisa

As mentioned before, Artemisa investigates all traffic which is
routed to its extensions. That’s not the whole truth. Artemisa can
run in three different modes depending on the settings in the
behavior.conf file. These modes are called passive, active
and aggressive.

R E V I E W

Fig. 2 An example of the output file
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In the passive mode, Artemisa only takes the incoming calls
and answers them. Using the active mode, we can achieve the same
functionality as in the passive mode. In addition, Artemisa starts
to examine the incoming SIP messages as described above. The last
mode – the aggressive mode – attacks the intruder with its own
bash script (the scripts are located under the /scripts direc-
tory). Typically, we run Artemisa in the active mode so that all
SIP messages routed to the honeypot are analysed.

To test the usefulness of an Artemisa honeypot, we prepared
some tests in our testing topology. We built a simple VoIP network
with asterisk running as PBX and some end-point hardware and
software phones. The honeypot was installed on a machine inside
our network with five extensions. These extensions were running
in the active mode. Since we are developing our own IPS system,
we have chosen to test the honeypot under test scenarios similar
to that IPS system.

4. Results

A. Artemisa’s usability tests
First of all, we should start scanning the whole network from

the point of view of a typical intruder. Many applications can be
used for this purpose. We used two such applications – nmap and
SIPVicious [7].

Both these applications yielded useful information. Yet neither
nmap nor svmap was detected by the honeypot. In case of svmap
there was information about the incoming SIP message, but this
message was not analysed. No results were created after the network
was scanned. This behaviour was quite surprising as typically,
each attack starts by scanning the network. Artemisa should take
account such situations.

With svmap we know about the running user-agent at honey-
pot’s IP address (Fig. 3)

158.196.244.241:5060 | Twinkle/1.4.2 | 
T-Com Speedport W500V / Firmware v1.37
MxSF/v3.2.6.26

Fig. 3 Svmap application output

Using this information we began looking for extensions running
in the testing network. Direct scanning of the SIP proxy server
was not detected by the honeypot, but when we use the svwar tool
directly against the IP address on which a honeypot is running, we
get information about all active extensions. This scan was recog-
nized by the honeypot and an adequate result file was created.
Artemisa correctly concludes that messages received came from
a SIPVicious scanner. On the other hand we know from the SIPVi-
cious output that these extensions do not behave as normal clients.
This can stir up more caution on the side of the intruder.

The aim of other attacks was to flood the client’s device with
various types of SIP messages. Using some of these attacks, the

intruder can achieve a DoS attack on a closed group of end-point
devices [8]. For this kind of attack we used a number of tools
including udpflood, rtpflood, inviteflood and sipp [9].

Each of these applications can launch a simple DoS attack.
As Artemisa is a mere VoIP honeypot, it only detects attacks using
the SIP protocol. Accordingly, only flood attacks from inviteflood
and sipp were detected. In case of inviteflood, the application was
successfully recognized thanks to its well-known fingerprint.

The Sipp application was not designed for hacking or pene-
tration testing but this functionality can be achieved easily. We used
specific call scenarios with a similar impact as the above mentioned
flooding tools. Using sipp we can generate a high number of SIP
messages which was immediately detected as a flood attack by the
honeypot. In this situation, the whole honeypot stopped respond-
ing shortly and no result was recorded for the attack at all. Mere
250 SIP messages per second caused this situation. If we use lower
sending rates, the attack was recognized well and the output file
was successfully created.

Identifying a spit call is one of the most important features of
the honeypot. We used the application called Spitfile for simulat-
ing these calls. Spitfile is an open-source SIP penetration tool.
Using this tool, we can easily generate arbitrary calls. All of these
calls were successfully detected by Artemisa and the appropriate
output files were generated.

At last we tried to make a call to the honeypot extensions with
hardware and software phone. Calls were marked as a scanning
and ringing attack in both cases. So it seems that Artemisa evalu-
ated almost every SIP message aiming at its extensions as some
kind of attack.

The results from the detected attacks are stored in the
results/directory inside the Artemisa folder. The output is in
a simple text format and in html format, both of them containing
the same data.

All functionalities mentioned before concern honeypots running
in the active mode. The aggressive mode looks more interesting
with its ability to counterattack the intruder. Artemisa contains
three bash scripts to stop malicious activity. However, a close look
at these scripts was surprising.

Let’s start with the last script on_spit.sh. Inside this script,
there is only one comment. This comment may activate a firewall
rule, but the command is not included. This script is totally useless
unless we rewrite it. Even the remaining scripts do not contain
anything but comments inside. A simple condition (commented)
is included in the on_scanning.sh script, which runs a python
script to crash the scanning by the SIPVicious application (but
only this particular application). The on_flood.sh script has
a commented command inside to apply an iptables rule on the IP
address and port. These are given by a parameter. This solution is
not bad but if we want to block some traffic, there is a chance that
a false positive attack will be blocked, so some automatic recovery
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mechanism should also be included. This can be easily solved by
adding another script. This script will remove the rule after a certain
interval. The main issue in blocking traffic using iptables is that
the command applies the rule on a local machine. However, it only
blocks the consequences on the honeypot, not on the main fire-
wall which protects the whole infrastructure. This feature makes
the aggressive mode useless against the attack of any intruder.

Using the honeypot in the passive mode is worthless because
Artemisa only answers the call with no further analysis and without
results being saved to a file.

B. Kippo data analysis
We use a Kippo honeypot to analyse SSH traffic in a real

network with seven active monitoring sensors. The honeypot has
been active and gathering data for a month. During this period,
873342 connection attempts were observed.

Only a small part of these connections was successful. Table
1 lists ten most frequently used password combinations enabling
connections.

As we can see from the table, password 123456 was used
17625 times. The correct username root was used only in 2551
cases. These 2551 cases led to a connection to a fake filesystem.
An intruder then typically uploads some kind of a script which
should be used for a DoS attack on an outside server [10]. The in-
depth analysis of the attacker’s input is beyond the scope of this
article.

Another interesting fact acquired from the honeypot is the
approximate location of the origin of the attacker’s connection
(see Fig. 4).

The figure only shows first ten positions. Attacks from Germany
account for 25.21% of the total connection attempts. China came
second with 20.33% and Mongolia third with 15.52%. Almost 75%

of connection attempts were made from one of the first four coun-
tries.

As mentioned above, we have seven different sensors. With
nearly a million attempts, each sensor was tested every 23 seconds.

C. Dionaea data analysis
Dionaea was monitoring malicious traffic for 18 days. The

number of attacks is not as high as in Kippo case but still high
enough. Fig. 5 shows the distribution of attacking IP addresses. 

Most attacking attempts come from Israel (first peak in Fig.
5) with IP address 37.8.54.135. The second most used IP was
originated in Germany and third in Russia.

Dionaea provides also additional information about attacks
like used SIP messages, SIP header information, SDP and RTP
statistics. Interesting is typical attack behaviour based on sent SIP
messages. All attacks occur in typical sequences. Table 2 shows
gathered SIP message data. In column groups is the number of
SIP message’s grouped by different connections. One connection is
a single session with emulated honeypot’s SIP proxy. Ratio simply
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10 Most frequently udes password combinations Table 1

Password count

28146

123456 17625

password 6325

1234 5663

12345 5501

123 5342

1qa2ws3ed 5278

a 5121

test 4743

qwerty 4601

Fig. 4 Country of origin for logging attempts

Fig. 5 Hits on attacker IP address
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illustrates the average number of messages in each connection
group.

Most of attacks can be divided into 2 groups. First represents
various types of a PBX scanning & probing. Attacker send OPTION
message and wait for an answer or simply try to place a call with
immediate cancelation (it means INVITE message followed by
CANCEL message).

Other group represents flood attacks. Our previous tests con-
firmed an extraordinary vulnerability of SIP proxy against OPTIONS
floods, but attackers still use only REGISTER message flooding.

At last there are few attacks which cannot be simply placed in
groups or generally categorized [11, 12]. 

5. Conclusion

All the tests which we carried out on a VoIP honeypot gave
us a solid look on its features. The main goal of this article is to test
the honeypot functionality and analyse gathered data. Another goal
is to consider its deploying in our real IP telephony infrastructure.

The test revealed that Artemisa is not the silver bullet solution
for discovering all security threats. Its main disadvantage is that it
does not recognize a scanning attempt into the infrastructure.
There is also a performance issue while analysing a flooding attack.
It was a result of the flooding at higher rates. Accordingly, Artemisa
cannot handle such a big mass of SIP messages.

But the biggest disappointment was the behaviour of Artemisa
in the aggressive mode. It is a good idea to implement some mech-
anisms that can proactively block malicious activity but in case of
this honeypot it was done weakly. The passive mode can only be
used for testing purposes. We have not seen any option for using
it in a real network. The active mode is the only applicable mode,
and it should be a default setting for our honeypot.

On the other hand, Artemisa does exactly what we want it to
do. An Artemisa honeypot is not a simulation of PBX, but rather
of an endpoint device. Despite the fact that it freezes at high flood-
ing rates, its principal utility is to detect suspicious call activity
and spit attacks. This is by no means an easy task for many other
tools.

SSH honeypot Kippo gives us a good idea about connection
attempts on a standard SSH port. The information acquired was
used to gain a better understanding of the attacker’s behaviour. It
is also a good source of malicious IP addresses. Another gathered
information contains combinations of username and password used
for connection (by attacker), command line activity history or
samples of downloaded malicious software. After some time, the
rate of connection attempts decreases. This happens once the hon-
eypot has been discovered. It is necessary to change the honeypot
configuration each time it is used.

Dionaea honeypot is great in simulating a SIP proxy. The data
gathered show real attacks and gave us valuable feedback for improv-
ing existing security mechanisms. Quite surprising were flooding
attacks using only REGISTER messages. We found no connection
between IP addresses used for attacks on both kippo and dionaea.

Our previous research focused on creating an open-source
IPS to protect VoIP PBX. Using honeypots to gather information
about hacker’s actions was extremely helpful. Now we orient our
further research on creation of a honeypot network which should
gather information on various locations. All this information would
be stored in one datastore for the following analysis and other
improvement of security mechanisms.
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SIP message type analysis Table 2

SIP message Groups Count Ratio

ACK 40 303 7,575

BYE 4 4 1,000

CANCEL 1 11 11

INVITE 18 85 4,722

OPTIONS 76 76 1,000

REGISTER 28 1745 62,321
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